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Abstract—Geo-demographic analysis (GDA) is the study of geo-

demographic that refers to spatial or geographical area, 

utilizing some spatial based analysis explicitly. Fuzzy 

Geographically Weighted Clustering (FGWC), a variant of 

Fuzzy C-Means (FCM), has been serving as an effective 

algorithm in Geo-demographic Analysis. FGWC is sensitive 

because of its initialization by determining random cluster 

centers makes the greater probability of clustering result falling 

into the local optima that affect the clustering quality. Artificial 

Bee Colony (ABC), one of metaheuristic algorithms is usually 

used as a global optimization tools. This research aims to 

propose a integration design of ABC based optimization and 

FGWC for improving geo-demographic clustering accuracy. 

I. INTRODUCTION 

Geo-demographic analysis (GDA) studies the attributes of 
population demographics based on location, utilizing some 
spatial based analysis explicitly [1]. GDA is ussually 
employed for data exploration and analysis, and is widely 
applied to support effective development policies [2].  

Fuzzy c-means (FCM) is a popular data mining algorithm 
which has been widely used as a clustering method and also 
as a conventional method in geo-demographic clustering [3]. 
FCM is an improvement method from k-means algorithm 
which permits an item to have a place with two or more 
groups with a fuzzy membership value somewhere around 1 
and 0 [3]. FCM is also widely used in the most studies 
concerning GDA and fuzzy logic [4]. Fuzzy Geographically 
Weighted Clustering (FGWC) is a variant of FCM, which has 
been serving as the state of the art in geo-demographic 
clustering [2]. 

Some research recognized that FCM is effective [5], and 
its simple centroid-based iterative procedure is very engaging 
when managing substantial volume of data [3]. However, 
FCM is sensitive because of its initialization by determining 
random cluster centers makes the greater probability of 
clustering result falling into the local optima [5]. This 
weakness of FCM does not ensure to give the global optimal 
solution [6]. All of those weaknesses of FCM also found in 
FGWC. 

A metaheuristic is a set of procedures for algorithmic 
development that can be implemented to differing 
optimisation issues with non significant changes [7]. 
Metaheuristic algorithms is usually used as a global 
optimization tools.  

Artificial bee colony, one of metaheuristic algorithm, is 
effective when used on optimization of fuzzy clustering [8].  
This research aims to propose an integration design of ABC 
based optimization and FGWC for improving geo-
demographic clustering accuracy.  

II. THEORETICAL BACKGROUND 

A. Geo-demographic Analysis (GDA) 

GDA is the study of geo-demographic that refers to 
spatial or geographical area and is generally utilized as a part 
of people in government and private areas in the arranging 
and procurement of goods and administrations [2]. Geo-
demographic Analysis often uses clustering methods that are 
used to perform the segmentation of geo-demographic data, 
making the data more easy to maintain for analysis purposes 
[2].  

In geo-demographic studies, there are two basic priciples: 
Firstly, it must begin with assumption that people living in 
the same geographical area are inclining to have resemble 
demographic profile than people at randomly chosen area; 
Secondly, it also give assumption that geographical areas can 
be characterized regarding their number of population and 
people interaction among them. Due to these two 
assumptions, clustering process is then implemented to 
determine geo-demographic data segmentation into 
meaningful clusters that describe existing profile, or relevant 
geo-demographic characteristics, in order to perform an easy 
and high quality data management and analysis [2]. 

 

B. Fuzzy Geographically Weighted Clustering (FGWC) 

Algorithm 

FGWC Algorithm, which firstly proposed by Mason and 
Jacobson in 2007, provides a geographically aware 
alternative to a classical FCM method by providing the 
capacity to perform number of population and geographical 
distance effects for analyzing a geo-demographic cluster [9]. 
The influence of one area upon another is considered by 
FGWC as the multiplication of the areas number of 
populations. The divisor implements a distance decay effect 
through the weighting factor [9]. The fuzzy membership 
matrix is then adjusted using the geographical weight in each 
clustering cycle as defined  in equation below [9]:  

𝜇′
𝑖

=  𝛼𝜇𝑖 +  𝛽 
1

𝐴
∑ 𝑤𝑖𝑗  𝜇𝑗

𝑛
𝑗     (1) 
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Where 𝜇′
𝑖
 is the adjusted fuzzy membership of area i and 

𝜇𝑖 is the old fuzzy membership of area i. The 𝑛 is number of 
area. The 𝑤𝑖𝑗  is defined as interaction weighting measure of 

two geographical areas 𝑖 and 𝑗. The weight is  decided by 
distance between area centers and the number of population 
of those areas. The 𝐴 parameter is determined to ensure that 
the average of weighted membership values is still in the 
range of 0 and 1 [9].  

𝑤𝑖𝑗 =  
(𝑚𝑖 𝑚𝑗)

𝑏

𝑑𝑖𝑗
𝑎      (2) 

Where 𝑚𝑖 𝑚𝑗  are the population of areas 𝑖  and 𝑗 

respectively, 𝑑𝑖𝑗  indicates the geographical distance among 

areas 𝑖 and 𝑗, then 𝑎 and 𝑏 are constanta parameters that is 
determined by user. The 𝛼 and 𝛽 are weights to old fuzzy 
membership value and the mean of membership values of 
neighborhood areas respectively and are calculated as follow 
this equation [9]: 

𝛼 +  𝛽 = 1      (3) 

FGWC improves the previous research, a proposed 
method using neighbourhood effect (NE) by Feng and 
Flowerdew (1998), which gives ex post facto modification of 
the cluster memberships after standard fuzzy clustering [9]. 
FGWC incorporating geography into geo-demographic 
analysis, so the cluster being sensitive to neighbourhood 
effects and will modify the cluster center values to perform 
more “geographically aware” segmentation [9]. A 
comparison overview of this geographically weighted 
clustering and its modification to classical fuzzy clustering 
method is presented in Figure 1. 

Feng and Flowerdew incorporated neighbourhood effects 
after the process of fuzzy clustering, which gives better 
result for fuzzy clustering [9]. Mason and Jacobson 
integrated those two process in FGWC clustering iteration 
steps [9].  

 

C. Artificial Bee Colony (ABC) Optimization 

ABC Algorithm, firstly developed by Dervis Karaboga in 
2005, is one of the metaheuristic algorithm [10]. The 
principle thought is that the most imperative piece of 
optimization is the main methods used to discover ideal 
solutions for a given issue under different constraint [7], 
[11]. A set of techniques are called metaheuristic methods, 
and are frequently nature-enlivened, impersonating some 
effective qualities in nature, which are regularly productive 
in practice in tackling troublesome optimization issues [7].  

There are three kind of bees that ABC utilized: employed 
bees, onlooker bees and scout bees. The employed bees 
bring heaps of nectar originally from the food asset to its 
colony hive and may impart the data about it to the others in 
the dancing territory. Employed bees bring data about 
selected food sources and transfer the data with a certain 
probability through dancing activity in its colony hive. The 
onlooker bees wait in the dancing territory to determine the 
selected food source depends on the probability calculated 

by employed bees [12]. The each search iteration of the ABC 
algorithm consists of three process. First, sending the 
employed bees into promising food sources and then 
calculate the probability value of selected nectar. Then 
onlooker bees determine the food source areas and 
evaluating the value of nectar in the food sources. The final 
step are selecting the scout bees for finding another new 
promising sources [12]. 

Figure 2 presents an artificial bee colony (ABC) method 
for optimizing the 𝑛-dimensional function 𝑓(𝑥), where 𝑥, is 
the 𝑖 -th candidate solution. 

 
Figure 1.  Comparison overview of FGWC Methods and Classical Fuzzy 

Clustering [9] 

 

III. THE PROPOSED METHODS 

A. The Improved FGWC Using ABC Optimization 

FGWC algorithm have some limitations in initialization 

phase. First, the number of geo-demographic groups 

(clusters) must be define manually by user. Second, the 

center point of each cluster (centroids) are created randomly, 

that makes the greater probability of clustering result falling 

into the local optima.  

The basic ideas is using ABC algorithm to select number 
of cluster and its centoids automatically in the initialization 
phase of FGWC clustering. 

The basic objective function which will be minimized is: 

𝐽 = ∑ ∑ 𝑢𝑖𝑗
𝑚𝑛

𝑗=1
𝑐
𝑖=1 𝑑𝑖𝑗

2 → min    (4) 

where 𝑚 is a weigting exponent that defines the fuzziness 
of the groups (clusters),  𝑢𝑖𝑗 is an element of partition matrix,  

𝑑𝑖𝑗 is distance between 𝑖 -th cluster center and 𝑗 -th data point 

in Euclidean method. 

𝑢𝑖𝑗 =
1

∑ (
𝑑𝑖𝑗

𝑑𝑘𝑗
)

2/(𝑚−1)
𝑐
𝑘=1

        (5) 

Here is step by step of the improved FGWC Algorithm 
using ABC optimization: 
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Step 1: Determine the number of clusters 𝑐, threshold ε > 
0 and other parameters such as weighted fuzziness 
exponent(𝑚). 

Step 2: Set initial value of cluster centers 𝑉𝑖  at 𝑡 = 0 using 
Artificial Bee Colony process in Figure 2 by minimizing the 
objective function in equation (4). Number of food sources, 
employed bees and onlooker bees is defined by number of 
cluster respectively. The ABC dimension is equal to number 
of clustering data variable. Best solution provided by ABC is 
chosen as the cluster center.  

 

Figure 2.  Artificial Bee Colony Algorithm Pseudo Code [13] 

Step 3: Define geographic parameters 𝛼, 𝛽, 𝑎, and 𝑏 
which will be used to adjust the partition matrix following by 
geographical characteristics. 

Step 4: The equation (5) is then utilized to determine the 
fuzzy membership values.  

Step 5: Perform geographical cluster modifications using 
equations (1), (2) and (3) to involve the neighbourhood 
effect. 

Step 6: Use ABC and formula (1) to compute the cluster 
centers at 𝑡 + 1   by minimizing the objective function in 
equation (4).  

Step 7: If the error of ‖𝑉(𝑡+1) − 𝑉(𝑡)‖ ≤ 𝜀 then stop the 

iterative procedure. Otherwise, assign 𝑉(𝑡) = 𝑉(𝑡+1)  and 
return to Step 2. 

The detailed flowchart of the proposed method are shown 
in Figure 3.    

 

Figure 3.  Flowchart of improved FGWC using ABC algorithm 

 

B. Clustering Validity  

The objective of this proposed method is model accuracy, 
which can be measured by Partition Coefficient (PC) validity 

Set clustering parameters 

Initialize cluster center using ABC 

algorithm by minimizing fuzzy 

objective function 

Set geographical parameters 

Perform FGWC geographical 

modification to involve 

neighbourhood effect 

Calculate cluster center using 
ABC algorithm by minimizing 

fuzzy objective function 

Satisfy 
  ‖𝑉(𝑡+1) − 𝑉(𝑡)‖ ≤ 𝜀 ? 

Read input data 

Stop and print the results 

Assign 

 𝑉(𝑡) = 𝑉(𝑡+1) 

No 

Yes 

Set initial value of  the positive integer L, which is the 
stagnation limit 
Set initial value of  the population size of employed bees  𝑃𝑓 <
𝑁 
Set initial value of  the population size of onlooker bees 𝑃𝑜 =
𝑁 −  𝑃𝑓 

Set initial value of  a random population of employed bees  {𝑥𝑖} 
for  𝑖 ∈ [1, 𝑃𝑓] 
Set initial value of  the employed bee trial counters  𝑇(𝑥𝑖) = 0 
for  𝑖 ∈ [1, 𝑃𝑓]  
While not (termination criterion) 

Employed Bee: 
For each employed bee 𝑥𝑖 , 𝑖 ∈ [1, 𝑃𝑓] 

 𝑘 ← random integer  ∈ [1, 𝑁] such that  𝑘 ≠ 𝑖 
 𝑠 ← random integer ∈ [1, 𝑛] 
 𝑟 ←  𝑈[−1,1]  
 𝑣𝑖(𝑠) ←  𝑥𝑖(𝑠) +  𝑟(𝑥𝑖(𝑠) − 𝑥𝑘(𝑠)) 
 If 𝑓(𝑣𝑖) is better than 𝑓(𝑥𝑖) then 

 𝑥𝑖  ←  𝑣𝑖  
  𝑇(𝑥𝑖)  ←  0 
 Else 
  𝑇(𝑥𝑖)  ←  𝑇(𝑥𝑖)  + 1 
 End if 

Next employed bee 
Onlooker Bees: 
For each onlooker  𝑣𝑖 , 𝑖 ∈ [1, 𝑃𝑜] 

 Select an employed bee 𝑥𝑗, where Pr(xj)  ∝  fitness (xj) 

for   𝑗 ∈ [1, 𝑃𝑓] 

 𝑘 ← 𝑟𝑎𝑛𝑑𝑜𝑚 𝑖𝑛𝑡𝑒𝑔𝑒𝑟 ∈ [1, 𝑃𝑓] 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡  𝑘 ≠ 𝑗 

 s ← 𝑟𝑎𝑛𝑑𝑜𝑚 𝑖𝑛𝑡𝑒𝑔𝑒𝑟 ∈ [1, 𝑛]  
r ← 𝑈[−1, 1]  

 𝑣𝑖(𝑠) ←  𝑥𝑗(𝑠) +  𝑟(𝑥𝑗(𝑠) − 𝑥𝑘(𝑠)) 

If  𝑓(𝑣𝑖)  is better than  𝑓(𝑥𝑗)  then 

 𝑥𝑗  ←  𝑣𝑖  

 𝑇(𝑥𝑗) ← 0 

Else 

 𝑇(𝑥𝑗) ← 𝑇(𝑥𝑗) +  1 

End if 
Next onlooker 
Scout Bees: 
For each employed bee  𝑥𝑖, 𝑖 ∈ [1, 𝑃𝑓] 

 If  𝑇(𝑥𝑖) > 𝐿 then 
 𝑥𝑖  ←  randomly-generated individual 
 𝑇(𝑥𝑖) ← 0 

End if 
Next employed bee 

Next generation 
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index, Classification Entropy (CE) index, Partition Index 
(SC), Separation Index (S), Xie and Beni's Index (XB). Those 
measurement are usually used to measure the performance of 
clustering algorithms [4] and are used as observed variables 
in this research. According to this research framework, the 
accuracy of fuzzy geo-demographic clustering problem is 
aimed to be improved. The Partition Coefficient index 
calculates the overlapped data points between clusters and for 
𝑐 number of cluster is defined as follows [4]:  

𝑃𝐶 =  
1

𝑁
∑ ∑ 𝜇𝑖𝑗

2𝑁
𝑗=1

𝑐
𝑖=1      (6)   

where 𝜇𝑖𝑗 defines the fuzzy membership of item 𝑗 in cluster 𝑖.  

The CE index computes the fuzziness of the group 
(cluster) segmentation and was determined as follows [4]:  

𝐶𝐸 =  −
1

𝑁
∑ ∑ 𝜇𝑖𝑗  log (𝜇𝑖𝑗)𝑁

𝑗=1
𝑐
𝑖=1        (7) 

The greater value of PC index and the smaller value of 
CE index indicates the better clustering quality resulted. The 
SC index defines the ratio of the total  compactness and 
separation of the clusters and is defined as follows [4]:  

𝑆𝐶 =  ∑
∑ (𝜇𝑖𝑗)𝑚𝑁

𝑗=1 ‖𝑥𝑗−𝑣𝑖‖
2

𝑁𝑖 ∑ ‖𝑣𝑘−𝑣𝑖‖2𝑐
𝑘=1

𝑐
𝑖=1     (8) 

A better partition is indicated by a lower value of SC. The 
S index uses a minimum-distance separation for partition 
validity, while XB determines the ratio quantification of the 
total variation inside the clusters and the separation among 
clusters.  

𝑆 =  
 ∑ ∑ (𝜇𝑖𝑗)2𝑁

𝑗=1
𝑐
𝑖=1 ‖𝑥𝑗 − 𝑣𝑖‖

2

𝑁 𝑚𝑖𝑛𝑖,𝑘 ‖𝑣𝑘 − 𝑣𝑖‖2       (9) 

𝑋𝐵 =  
 ∑ ∑ (𝜇𝑖𝑗)𝑚𝑁

𝑗=1
𝑐
𝑖=1 ‖𝑥𝑗 − 𝑣𝑖‖

2

𝑁 𝑚𝑖𝑛𝑖,𝑗 ‖𝑥𝑗 − 𝑣𝑖‖
2       (10) 

The better number of cluster is indicated by smaller value 
of S index and XB index [4], [14]. 

 

IV. EXPERIMENTAL RESULTS 

The preliminary result of experiment will reported in this 
section. We develop the implementation code of the proposed 
methods in Matlab R2013a environment. Then it has 
executed under the environment of Intel Core i5-3210M CPU 
@2.50GHz, 4GB RAM and Windows 7 64bit operating 
system. The public data set from Indonesian Population 
Census 2010 [15] which consist of 110 sociodemographic 
variables and 33 regions/provinces were utilized to evaluate 
the proposed method. The improved algorithm called FGWC-
ABC was tested against existing original FGWC [9], and NE 
[9]. We set the parameters of those algoritms using threshold 

𝜀 =10-4 ,  a = 1, b = 1, α = 0.5 and β = 0.5 and m=2.  All 
methods were run 100 times.  

We use various number of cluster  to evaluate the 
methods. The evaluation using Partition Coefficient validity 
index shown in table 1. The greater PC value resulted the 
better clustering process performed. The result of proposed 
FGWC-ABC is better than the original Fuzzy Geographically 
Weighted Clustering (FGWC).  The result of FGWC and NE 
are not significantly different using three (3) decimal number 
rounding. Actually their PC value are not equal. 

TABLE I.  COMPARISON OF PC INDEX VALUE 

Number of 

cluster 
NE FGWC 

FGWC-

ABC 

2 0.500 0.500 0.537 

3 0.333 0.333 0.375 

4 0.250 0.250 0.287 

5 0.200 0.200 0.233 

6 0.167 0.167 0.218 

7 0.125 0.125 0.149 

8 0.125 0.125 0.193 

9 0.111 0.111 0.142 

The result of Classification Entropy validity index is 
shown in table 2. Better clustering process is measured by 
minimum value of CE validity index. The proposed FGWC-
ABC gives better result than original FGWC and NE in 
various number of clusters.  Similar with PC index 
evaluation, the result of FGWC and NE are not significantly 
different using three (3) decimal number rounding. Actually 
their CE validity index value are not equal. 

TABLE II.  COMPARISON OF CE INDEX VALUE 

Number of 

cluster 
NE FGWC 

FGWC-

ABC 

2 0.693 0.693 0.655 

3 1.099 1.099 1.039 

4 1.386 1.386 1.313 

5 1.609 1.609 1.537 

6 1.792 1.792 1.666 

7 2.079 2.079 2.010 

8 2.079 2.079 1.888 

9 2.197 2.197 2.094 

 

Table 3 present the comparison of SC value evaluation for 
those four methods. The minimum value of SC are 
representing the better clustering process. It is shown that the 
proposed method (FGWC-ABC) gives better result than 
original FGWC and NE invarious number of clusters. 
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TABLE III.  COMPARISON OF SC INDEX VALUE 

Number of 

cluster 
NE FGWC 

FGWC-

ABC 

2 3.57E+02 7.01E+07 1.94E-04 

3 1.96E+02 1.64E+07 1.46E-04 

4 7.97E+01 1.50E+07 3.16E-05 

5 3.53E+01 5.44E+06 3.52E-05 

6 6.17E+01 5.49E+06 6.87E-05 

7 1.96E+01 4.65E+06 2.94E-05 

8 1.96E+01 4.65E+06 6.87E-05 

9 1.13E+01 6.00E+05 3.78E-05 

 

We evaluated the performance of those three methods in 
S validity index as shown in table 4. It is clear that FGWC-
ABC result can reach better geo-demographic clustering 
quality measured by S index. FGWC-ABC gives minimum 
value of S index than other method. 

TABLE IV.  COMPARISON OF S INDEX VALUE 

Number of 

cluster 
NE FGWC 

FGWC-

ABC 

2 3.57E+02 7.01E+07 1.94E-04 

3 2.63E+02 2.71E+07 1.86E-04 

4 1.17E+02 2.25E+07 4.01E-05 

5 5.46E+01 8.81E+06 4.34E-05 

6 8.68E+01 7.98E+06 9.95E-05 

7 2.92E+01 6.31E+06 3.46E-05 

8 2.92E+01 6.31E+06 9.74E-05 

9 1.68E+01 9.30E+05 5.74E-05 

 

Comparison of XB validity index result is shown in table 
5. The detailed simulation on various number of clusters 
shown that the proposed method can improve original FGWC 
to reach a better clustering quality measured by Xie and 
Beni’s (XB) index value. 

TABLE V.  COMPARISON OF XB INDEX VALUE 

Number of 

cluster 
NE FGWC 

FGWC-

ABC 

2 7.97E-01 1.93E+00 1.35E+03 

3 5.31E-01 1.29E+00 6.30E+03 

4 3.98E-01 9.64E-01 1.01E+03 

5 3.19E-01 7.71E-01 8.14E+02 

6 2.66E-01 6.43E-01 2.40E+04 

7 1.99E-01 4.82E-01 5.29E+02 

8 1.99E-01 4.82E-01 1.32E+08 

9 1.77E-01 4.29E-01 4.10E+03 

 

Using those five different fuzzy clustering validity 
evaluation, we can conclude that the proposed design can 
improve the original Fuzzy Geographically Weighted 
Clustering (FGWC)  to reach a better geo-demographic 
clustering quality. The FGWC-ABC is also better than NE 
method.  

V. CONCLUSION 

This paper aims to propose the design for improvement of 
the limitations in fuzzy geo-demographic clustering algorithm 
by proposing an integration of Artificial Bee Colony (ABC) 
based optimization and Fuzzy Geographically Weighted 
Clustering (FGWC) algorithm to reach a better geo-
demographic clustering accuracy.  

The design are using ABC algorithm to select the cluster 
centers (centroids) automatically in the initialization phase of 
FGWC clustering. Preliminary experimental simulation give 
promising result that the proposed method give better 
clustering quality than the original FGWC. The result also 
shown that this improvement gives better clustering quality 
than the popular Neighborhood Effect algorithm (NE) This 
proposed integration design can be implemented as a 
contribution to enrich the fuzzy geo-demographic clustering 
field. 
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