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Abstract Geo-demographic analysis is an essential part
of a geographical information system (GIS) for predicting
people’s behavior based on statistical models and their resi-
dential location. Fuzzy Geographically Weighted Clustering
(FGWC) serves as one of the most efficient algorithms
in geo-demographic analysis. Despite being an effective
algorithm, FGWC is sensitive to initialize when the ran-
dom selection of cluster centers makes the iterative process
falling into the local optimal solution easily. Artificial Bee
Colony (ABC), one of the most popular meta-heuristic
algorithms, can be regarded as the tool to achieve global
optimization solutions. This research aims to propose a
novel geo-demographic analysis algorithm that integrates
FGWC to the optimization scheme of ABC for improving
geo-demographic clustering accuracy. Experimental results
on various datasets show that the clustering quality of
the proposed algorithm called FGWC-ABC is better than
those of other relevant methods. The proposed algorithm is
also applied to a decision-making application for analyz-
ing crime behavior problem in the population using the US
communities and crime dataset. It provides fuzzy rules to
determine the violent crime rate in terms of linguistic labels
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from socioeconomic variables. These results are significant
to make predictions of further US violent crime rate and
to facilitate appropriate decisions on prevention such the
situations in the future.
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Lists of abbreviation
Terms Explanation
GIS Geographical Information Systems
GDA Geo-Demographic Analysis
FCM Fuzzy C-Means
NE Neighborhood Effects
FGWC Fuzzy Geographically Weighted

Clustering
ABC Artificial Bee Colony
FGWC-ABC Fuzzy Geographically Weighted

Clustering based on Artificial Bee Colony
UNO United Nation Organization
PC Partition Coefficient
CE Classification Entropy
SC Partition Index
S Separation Index
XB Xie and Beni’s Index
IFV A spatial cluster validity index

1 Introduction

Geo-demographic analysis (GDA) is a successful imple-
mentation of geographical information systems (GIS), when
used in private sector, that enables marketers to predict
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consumer behavior based on statistical models and their
residential location [9]. Geo-demographic analysis is the
study of the attributes of population demographics based
on geographical position, using spatially explicit analytical
approaches [23]. GDA is usually performed to investigate
the underlying rules from geographical data [26]. In doing
the analysis of data, it is clear that common business pro-
cesses exist across all statistical collections, indicating that
there is an opportunity for common system components,
techniques and tools to be used [4].

Data mining, as a popular computing technique, is widely
used in the process of discovering patterns in data, which is
similar to the objective of GDA [38]. For a country with a
huge population and household census data, data mining is
an ideal approach for analyzing this information [6]. Clus-
tering, a kind of data mining methods is the process to create
segmentation from the entire data set into relatively homo-
geneous subgroups or clusters, in which the similarity of
the instances within the cluster is maximized and the simi-
larity to instances outside the cluster is minimized [11, 19,
38]. This method is typically used to break down statisti-
cal information to get valuable data from substantial scale
records [10].

In GDA, the fuzzy clustering method that typically used
is Fuzzy C-Means (FCM) [3], one of a well known data min-
ing algorithm for clustering task. FCM is an improvement
method of k-means algorithm which permits a data item
to belong to some clusters with a defined fuzzy member-
ship grade [39]. Fuzzy Geographically Weighted Clustering
(FGWC), a variant of FCM, serves as one of the most effi-
cient algorithms in GDA. It belongs to the class of iterative
algorithms aiming to enhance the cluster memberships and
centers inspired by the spatial interaction model until a
pre-defined stopping condition holds [20, 26, 31]

Numerous current literatures introduced that FCM is effi-
cient, and has excellent performance in handling a large
volume of data [14, 39]. The standard FCMmust be initiated
with a given number of clusters and selects random cluster
centers based on it [19]. However, the initialization phase
of FCM has typical issues regarding its random selection of
the cluster centers which can easily deliver the local optimal
solution [14]. This weakness of FCM does not ensure to give
the global optimal solution [19]. All of those weaknesses of
FCM are also found in FGWC.

There is a popular collection of rules for algorithmic
advancement to contrasting optimization issues with only
necessary little changes that known as a meta-heuristic [21].
Meta-heuristic algorithms are usually used as the global
optimization tools. Artificial Bee Colony (ABC) [17], one
of meta-heuristic algorithms, is effective when used on
optimization of fuzzy clustering [16]. ABC is an opti-
mization algorithm which simulates the insightful searching
conduct of a honey bee swarm [17]. It is exceptionally

straightforward and very flexible when contrasted to the
other current swarm based algorithms [17].

Some authors introduced several metaheuristic approach
to optimize FCM clustering such as reported by Karaboga
& Ozturk [16], Niu & Huang [22], and Runkler & Katz
[24]. Specifically, Runkler & Katz presented new meth-
ods for optimizing the reformulated objective functions of
FCM model by particle swarm optimization (PSO) [24].
Niu & Huang [22] proposed an enhanced PSO algorithm to
overcome the issue of premature convergence of FCM by
improving Runkler & Katz [24] model. Karaboga & Ozturk
[16] proposed a robust optimization technique of clustering
using the ABC algorithm, which is experimentally proven
as the better approach for classification purpose than PSO
and other popular techniques.

As a summary, the differences of FGWC-ABCwith those
other previous clustering methods in those literatures are
two folds: Firstly, the FGWC-ABC, as derivative of FGWC,
is specially designed for the geo-demographic analysis
problem which requires the modification of geographical
spatial effects to the methods itself and not covered by clas-
sical fuzzy clustering such as Fuzzy C-Means; secondly, it is
focussed on overcoming the limitation of FGWC in initial-
ization phase by performing ABC to select cluster centers
or membership matrix under constraint of objective function
minimization.

On the other hand, recent other literatures of FGWC
improvement such as in [20, 26, 27, 31] did not focus on
overcoming the local optimization issue of FGWC meth-
ods. Performing an improvement of this FGWC limita-
tion is more complicated than previous works in FCM,
regarding the effect of spatial interaction among clustering
elements and its iterative process of geographical weight-
ing that should be considered as the characteristics of
FGWC [20].

This research aims to propose a novel geo-demographic
analysis algorithm that integrates FGWC to the optimiza-
tion scheme of ABC for improving geo-demographic clus-
tering accuracy. The basic idea is utilizing ABC to find the
appropriate cluster center and cluster partition through iter-
ative process in a set of geographically weighted clusters
as its fitness function. This proposed method is called the
Fuzzy Geographically Weighted Clustering based on Artifi-
cial Bee Colony (FGWC-ABC) algorithm. The performance
of the proposed algorithm is evaluated and compared with
the relevant clustering algorithms such as FCM, Neighbor-
hood Effects (NE) and FGWC through several benchmark
datasets namely the socio-economic demographic from
United Nations [36], a benchmark UCI Machine Learn-
ing Repository called the Wisconsin Breast Cancer Data
[12] and a real dataset of demographic and economic vari-
ables from Indonesia Population Census 2010 province
level [5].
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An important role of the proposed algorithm is to sup-
port effectively for the decision-making process. Specifi-
cally, the FGWC-ABC algorithm is applied to a decision-
making application for analyzing crime behavior prob-
lem in population using the communities and crime
dataset, which consists of socio-economic variables from
the 1990 US Census, law enforcement data from the 1990
US LEMAS survey, and crime data from the 1995 FBI UCR
[1]. The decision support process provides i) fuzzy rules to
determine the violent crime rate in terms of linguistic labels
from socio-economic variables; and ii) a distribution map
of the US violent crime rate showing the states, which have
very high violent crime rate among all. These results are sig-
nificant to make predictions of further US violent crime rate
and to facilitate appropriate decisions on prevention such
the situations in the future.

The remainder of the paper is organized as follows:
Section 2 introduces some related references of this research
including geo-demographic analysis, the fuzzy geograph-
ically weighted clustering and the artificial bee colony
optimization. Section 3 presents the proposed method of
FGWC-ABC algorithm. Performance evaluation and exper-
imental results on the various geo-demographic datasets
are presented in details in Section 4. Section 5 elaborates
steps to analyze the crime behavior problem. Finally, some
conclusions are made in Section 6.

2 Related works

In this section, a brief overview of the literature that is more
relevant to this work is given as a theoretical basis for the
proposed method. We firstly describe the geo-demographic
analysis principles and the relevant works in Section 2.1.
Since the proposed FGWC-ABC used the ideas of FGWC
and ABC techniques in geo-demographic analysis, basic
concepts of FGWC and ABC are described in Sections 2.2
and 2.3, respectively.

2.1 The GDA principles and relevant works

Geo-demographic Analysis plays a critical role in many cur-
rent business processes not only in the private sector but also
in public issues [9]. It is expressed in numerous current liter-
atures that GDA is generally characterized as the investiga-
tion of spatially referenced geo-demographic information,
which investigates the individuals based on their residential
status [10, 20]. In order to make the geo-demographic data
more meaningful and manageable, some clustering meth-
ods are utilized in GDA to classify those data into several
clusters [31]. There are two primary hidden presumptions in
GDA: Firstly, the demographic characteristics of some peo-
ple that live in the same region are more similar than those

who live in different areas. Secondly, we can characterize
the profile of two regions regarding their population data
that measured using some demographic indicators. Based on
these two presumptions, clustering process is performed to
group geo-demographic data into meaningful clusters that
capture existing regularities, or relevant geo-demographic
profiles, therefore making the data more manageable for the
further analysis [26, 31]. Fuzzy clustering methods are often
used in GDA because they assign a membership value for
each area instead of assigning a geographical area to a single
group, so that the issues of ecological fallacy can be solved
[31]. Geo-demographic have been adopted with apparent
success, and delineating the social and demographical pro-
file of small areas [10]. Literature shows that there are some
relevant works concerning the applications and algorithms
for GDA such as in [8, 27–30, 32–35]. Among all existing
relevant works, Fuzzy Geographically Weighted Cluster-
ing (FGWC) [20] is considered one of the most efficient
algorithms for the GDA problem.

2.2 Fuzzy geographically weighted clustering (FGWC)

Fuzzy Geographically Weighted Clustering supports the
ability to apply populace and geographical separation
impacts for analyzing a geo-demographic cluster in order to
improve the standard Fuzzy C-Means algorithm [20]. The
influence of one area upon another is considered by FGWC
as the product of the populations of the areas. The divisor
implements a distance decay effect through the weighting
factor. In every cycle of fuzzy clustering, the adjusted clus-
ter membership for the FGWC algorithm is calculated using
formulas in (1) [20].

u′
i = α × ui + β × 1

A
×

n∑

j=1

wij × uj , (1)

where u′
i is the new cluster membership of area i and ui is

the old cluster membership of area i. wij is the weight mea-
suring the amount of interaction between a pair of areas. The
weight is decided by distance between centers of the areas
or the length of common boundary between them, or both.
The A parameter is determined to ensure that the average
of weighted membership values is still in the range of zero
and one. The α and β are respectively weights to old mem-
bership and the mean of membership values of surrounding
areas and are defined as in formulas (2–3).

α + β = 1, (2)

The parameters α and β are the scaling variables that influ-
ence the ratio of the original membership and the weighted
(calculated) membership, respectively [20]. They are also
to represent distinctive geo-demographic effect concept,
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which are the relative significance of demographic charac-
teristic and the spatial interaction respectively [9, 20]. If it
is assumed that spatial interaction has the same impact as
demographic features of people’s behavior, then α = β =
1�2 [9, 20].

wij = (mi × mj)
b

da
ij

, (3)

The wij is the weighting function showing the influence of
area ith to areaj th defined through formula (3). In this for-
mula, mi and mj are the population of areas ith and j th,
respectively. dij is the distance between areas ith and j th.
The a and b are user definable parameters, which are deter-
mined by considering how critical the role of population
and distance in spatial autocorrelation between areas [9, 20].
Value a = 1 and b = 1 is given if both variables spatial auto-
correlation is assumed to have the same degree of interest
[9, 20].

FGWC proposed an integration of classical fuzzy clus-
tering concept and geographical sense where the cluster
memberships and characteristics evolve throughout the pro-
cess of fuzzy clustering [20]. FGWC also incorporated
geography into geo-demographic analysis so the clusters are
sensitive to neighborhood effects and have an influence on
the cluster center values to create “geographically aware”
clusters. This method proposed an enhancement of the pre-
vious research- Neighborhood Effect (NE) by Feng and
Flowerdew [9], which gave ex post facto adjustment of the

cluster memberships after original fuzzy clustering. Feng
and Flowerdew incorporated neighborhood effects after the
process of fuzzy clustering. Figure 1 introduces a clear con-
ceptual overview of this strategy and its modification to
classical fuzzy clustering method. FGWC characterized the
cluster partitions as well as alters its membership matrix by
performing iterative geographical adjustments amid cluster-
ing iteration.

2.3 Artificial bee colony optimization

Meta-heuristic algorithms, which are frequently nature-
inspired, are often efficient in practice in solving difficult
optimization problems [41]. Heuristic means ‘to find’ or
‘to discover by trial and error’, and meta means ‘beyond’
or ‘higher level’ [40]. Artificial Bee Colony optimization
is one of the most popular meta-heuristic algorithms [17],
which have successfully implemented in many research
issues and fields [15]. The most essential element of opti-
mization is the principal algorithms utilized to search opti-
mal solutions to a given problem under different constraints
[13, 40, 41]. The colony is designed into three kinds of arti-
ficial bees: employed bees, onlooker bees and scout bees.
Heaps of nectar are delivered by the employed bees from
the nourishment source to the colony hive. They also impart
the data about nourishment source in the dancing area. The
data contains location of food sources and their certain like-
lihood. The onlooker bees hold up in the dances territory for

Fig. 1 Conceptual overview of Fuzzy Geographically Weighted Clustering [20]
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settling on a choice on the determination of a nourishment
source relying upon the likelihood conveyed by employed
bees [37]. The calculation of likelihood is focused around
the measures of the colony food source. The other sort of
bees is the scout bee that does arbitrary looks for new food
sources. The employed bee of a relinquished sustenance
source turns into a scout and when it discovers another food
source it gets to be utilized once more. As it were, each one
hunt cycle of the ABC method contains three steps. In the
beginning stage, the employed bees are conveyed into their
food sources and the measures of nectar are assessed. In the
wake of imparting this data about the nectar, the onlooker
bees select the food source areas and assess the measure of
nectar in the sustenance sources. The scout bees are then
picked and conveyed to discover new nourishment sources
[37].

3 The proposed method

In this section, we present the FGWC-ABC algorithm in
detail. As mentioned beforehand, the FGWC algorithm has
limitation in the initialization stage. The cluster centers are
created randomly so that they could make the iterative pro-
cess falling into the local optimal solution easily, which
could affect the quality of the resulting cluster. We utilized
the Artificial Bee Colony optimization algorithm (ABC)
[15] to determine the cluster centers automatically in the ini-
tialization stage of FGWC. The preliminary idea also stated
in [37]. The objective function which will be minimized is
expressed in formula (4).

JFGWC(U, V ; X) =
c∑

i=1

n∑

k=1

um
ik‖vi − xk‖2 → min, (4)

whereU is a membership matrix, V is a cluster center matrix,
Xis a data matrix, mis a weighting exponent which deter-
mines the fuzziness of the clusters, uikis an element of
membership matrix, vi is a cluster center and xk is a data
point. The cluster centers can be determined in formula (5).

vi =

n∑
k=1

um
ikxk

n∑
k=1

um
ik

, (5)

We also define the membership matrix of fuzzy cluster
before geographical modification in formula (6). It employs
the cluster center and the data point to calculate an appro-
priate element of membership matrix.

uik = 1
C∑

j=1

( ‖vi−xk‖‖vj −xk‖
) 2

m−1

. (6)

After being calculated, we modify the membership
matrix using formulas in (1–3). Inspired by popular method
to optimize objective function in classical fuzzy clustering
as reported by Runkler and Katz [24], we can reformulate
the subsequent computation of cluster centers in formula
(5) into a new objective function which only contains clus-
ter center as a single independent variable, as described in
formula (7).

JFGWC (V ; X) =
c∑

i=1

n∑

k=1

‖vi − xk‖2(
C∑

j=1

( ‖vi−xk‖‖vj −xk‖
) 2

m−1

)m → min,

(7)

where V is a cluster center matrix, X is a data matrix, vi is a
cluster center, m is a weighting exponent which determines
the fuzziness of the clusters and xk is a data point.

Using similar technique, the reformulation of the mem-
bership matrix computation in formulas (6) and (1) can
provide another new objective functions which employ
membership matrix as a single independent variable, as
provided in formula (8).

JFGWC(U ; X) =
c∑

i=1

n∑

k=1

um
ik

∥∥∥∥∥∥∥∥

n∑
k=1

um
ikxk

n∑
k=1

um
ik

− xk

∥∥∥∥∥∥∥∥

2

→ min,

(8)

where U is a membership matrix, X is a data matrix, uik is
an element of membership matrix, m is a weighting expo-
nent which determines the fuzziness of the clusters, and xk

is a data point.
Based on the result reported in [22, 24], it is necessary

to distinguish the treatment for different dataset due to its
dimension. For a dataset containing n number of records and
d number of variables (dimensions), there are at least two
different treatments. If the number of data records is greater
than the number of dimension (n > d), encode of the objec-
tive function using cluster centers is simple. The other case
is treated analogously. Encoded by cluster centers is sim-
pler to compute and could better handle data sets that the
value of artificial bee should meet the constraint of FGWC
objective function [22, 24]. Thus, in the proposed method
we distinguish the treatment of these conditions of data. The
termination criteria of FGWC-ABC are reaching the max-
imum iteration or finding the best solution that is equal to
the global minimum.

We also illustrate it in the pseudo-code of the FGWC-
ABC algorithm below. The detailed flowchart of the pro-
posed method is shown in Fig. 2.
Input: Geo-demographic data, clustering parameters
Output: Final cluster centers
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Fig. 2 Flowchart of improved
FGWC using ABC algorithm

n > d ?

Update cluster center matrix using best solutionUpdate membership matrix using best solution

Apply geographical modificationApply geographical modification

Initialize employed bee phase to generate mutant and do greedy selection

Satisfy termination criterion?

Finding the best food source in the initial state

Calculate the probability of food souce regarding its quality, Do onlooker bee phase

Set geographical modifications parameters

Identify the number of data records (n), the number of clusters (c), and the 

number of dimensions (d)

Read input data

NoYes

n > d ?

Set formula (8) as the fitness function

Set fuzzy clustering and bee colony options parameters

Set formula (7) as the fitness function

Initialize the cluster center as food sourceInitialize the membership matrix as food source

Minimize fitness function?

Stop

Update best solution

Yes

Yes No

No

FGWC-ABC

Step 1: After performing the data reading process, set the
number of clusters, threshold ε > 0 and other parameters
such as the fuzziness m. Some parameters of ABC such
as the number of colony size, the number of food sources,
and the number of cycles for foraging (the stopping

criteria) are also defined. Some geographical parameters
such as α, β, a, b also set up.

Step 2: Identify number of data records (n), number of
clusters (c), and number of dimensions (d) to determine
the objective function that must be evaluated.

Step 3: Perform an iterative process to check whether the
termination criteria, which are reaching the maximum
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iteration or finding the best solution that is equal to global
minimum, are satisfied. If the number of data records
is greater than the number of dimension (n > d), then
use formula (7) as the objective function and initialize
the membership matrix as food source, otherwise use
formula (8) as the objective function and initialize the
cluster center as food source. Those objective functions
subject to the set of cluster centers V = {v1, ..., vn} ⊂
�d and the membership matrix U ∈ MFGWC ,
where

MFGWC =
{

U ∈ [0, 1]cxn

∣∣∣∣∣

c∑

i=1

uik = 1, k = 1, ..., n,

c∑

i=1

uik > 0, i = 1, ..., c

}
(9)

Thus, the FGWC search space contains the continuous
elements of cluster centers V and membership matrix U.

Step 4: Initialize the employed bee phase to generate
mutant and do greedy selection, then find best food
source in this initial state.

Step 5: Calculate the probability of the food source. A
food source is chosen with the probability which is
proportional to its quality using the following formula:

probi = f itnessi∑S
x=1 f itnessx

(10)

where probi is the probability of certain food source,
f itnessi is the value of fitness function of the solu-
tion i and S is the number of food sources [15]. Then,
perform the onlooker bee phase to generate new best
solution.

Step 6: Update the membership matrix or the cluster cen-
ter using best solution. If the number of data records
is greater than the number of dimension (n > d), use
formula (6) to calculate the membership values and com-
pute the objective function in formula (8). Otherwise,
use formula (5) to calculate the cluster centers. This pro-
cess will compute the objective function in formula (7).
The distance used herein is the Euclidean function. Per-
form geographic modifications through formulas (1–3) to
involve the neighborhood effect.

Step 7: Check whether the termination criteria, which are
reaching the maximum iteration or finding the best solu-
tion that is equal to the global minimum, hold. If yes, stop
and print the results. Otherwise, back to Step 4.

4 Results and discussions

Firstly, we describe the experimental environments such as,

• Experimental tools: The proposed method is imple-
mented in C language on the basis of the source code
of ABC implementation by Karaboga & Basturk [15]
and executed under the environment of Intel Core i5-
3210M CPU @2.50GHz, 4GB RAM and Windows 7,
64bit operating system. It was tested against FCM [3],
Neighborhood Effect (NE) [9] and FGWC [20].

• Parameters setting: ε = 10−2; m = 3; a = b = 1;
α = 0.7; β = 0.3.

• Experimental dataset:

– A real dataset of socio-economic demographic
variables from United Nations Organization
(UNO) [36]. These data are constructed from
a set of questionnaires dispatched annually by
the United Nations Statistics Division to over
230 national statistical offices. It has been col-
lected from national statistical authorities since
1948. The variables contain information on
ethnicity and language, household character-
istics, housing, population size and composi-
tion, marriage and divorce on an annual basis,
economic activity, births, deaths, educational
attainment, etc.;

– A real dataset used from public UCI Machine
Learning Repository, namely the Wisconsin
Breast Cancer Data [12]. This breast cancer
databases was obtained from the university
of Wisconsin Hospitals, Madison from Dr.
William H. Wolberg. It consists of 699 num-
bers of instances and 10 numbers of attributes
plus the class attribute. It collect information
about the cancer case such as clump thick-
ness, uniformity of cell size, uniformity of
cell shape, marginal adhesion, etc in numeri-
cal ordinal value from 1–10. The class attribute
has two values, which determine benign or
malignant. There are also 16 records that con-
tain a single missing attribute value;

– A real dataset of demographic and economic
variables from Indonesia Population Census
2010 [4] province level. The variables contain
110 characteristics on ethnicity and language,
household characteristics, housing, population
size and composition, marriage and divorce,
economic activity, births, deaths, educational
attainment, etc.
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• Cluster validity measurement: Partition Coefficient
(PC), Classification Entropy (CE), Partition Index (SC),
Separation Index (S), Xie and Beni’s Index (XB), and
IFV index. Those measurements are usually used to
measure the performance of clustering algorithms such
as in [2, 7, 10, 18] and are used as observed variables in
this research. According to this research framework, the
accuracy of fuzzy geo-demographic clustering problem
is aimed to be improved.

– The PC index measures the amount of overlap-
ping between clusters and for c clusters as in
formula (11) where uik is the membership of
data point kth to cluster ith. From the formula,
it can be concluded that the value of PC index
range in [1/c, 1]. PC is the-higher-the-better.

PC = 1

n

c∑

i=1

n∑

k=1

u2ik. (11)

– The CE index measures the fuzziness of the
cluster partition and is defined as in formula
(12). CE is the-smaller-the-better.

CE = −1

n

c∑

i=1

n∑

k=1

uik logα(uik). (12)

– The SC index is the ratio of the sum of com-
pactness and separation of the clusters and is

defined as in formula (13). SC is the-smaller-
the-better.

SC =
c∑

i=1

n∑
j=1

um
ij‖vi − xj‖2

Ni

c∑
k=1

‖vi − vk‖2
. (13)

– The S index uses a minimum-distance separa-
tion for partition validity in formula (14). S is
the-smaller-the-better.

S =

c∑
i=1

n∑
j=1

u2ij

∥∥vi − xj

∥∥2

N mini,k ‖vi − vk‖2 . (14)

– XB aims to quantify the ratio of the total
variation within clusters and the separation of
clusters in formula (15). XB is the-smaller-the-
better.

XB =

c∑
i=1

n∑
j=1

um
ij‖vi − xj‖2

N mini,j ‖vi − xj‖2 . (15)

– IFV is usually used as a validity function of
fuzzy clustering for spatial data, because its
robustness and stability. When IFV → max,
the value of IFV is said to yield the most

Table 1 Comparison of PC, CE, and SC Indices for Case 1

C PC Index CE Index SC Index

FCM NE FGWC FGWC-ABC FCM NE FGWC FGWC-ABC FCM NE FGWC FGWC-ABC

2 0.949 0.854 0.931 0.949 0.090 0.257 0.120 0.091 1.6E-03 3.8E-03 2.7E-02 1.6E-03

3 0.914 0.756 0.866 0.887 0.160 0.456 0.243 0.202 1.5E-04 3.2E-04 1.7E-02 2.2E-04

4 0.884 0.687 0.846 0.868 0.222 0.606 0.292 0.246 4.2E-05 6.9E-05 7.7E-05 4.2E-05

5 0.859 0.658 0.843 0.859 0.273 0.696 0.308 0.272 1.8E-05 2.4E-05 1.9E-05 1.8E-05

6 0.852 0.623 0.793 0.830 0.298 0.800 0.411 0.338 9.4E-06 1.3E-05 1.0E-05 9.2E-06

7 0.803 0.560 0.793 0.811 0.392 0.939 0.418 0.380 5.5E-06 7.8E-06 5.4E-06 5.6E-06

8 0.800 0.546 0.777 0.794 0.408 0.996 0.464 0.423 3.7E-06 4.9E-06 3.6E-06 3.6E-06

9 0.852 0.516 0.854 0.865 0.315 1.096 0.316 0.290 1.8E-06 3.9E-06 1.9E-06 7.0E-07

10 0.807 0.502 0.780 0.797 0.404 1.144 0.473 0.429 1.1E-06 1.6E-06 1.7E-06 8.7E-07
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Table 2 Comparison of S, XB, and IFV Indices for Case 1

C S Index XB Index IFV Index

FCM NE FGWC FGWC-ABC FCM NE FGWC FGWC-ABC FCM NE FGWC FGWC-ABC

2 2.3E+04 3.8E+04 5.9E+04 2.2E+04 9.2E+08 2.4E+09 5.9E+10 1.1E+07 7.511 3.014 4.344 6.778

3 7.1E+03 1.2E+04 3.6E+04 9.1E+03 1.1E+08 1.3E+09 8.9E+09 1.0E+09 16.276 7.562 5.976 19.661

4 3.4E+03 5.4E+03 5.9E+03 3.6E+03 3.8E+08 1.4E+09 5.9E+09 1.0E+08 23.975 10.984 33.271 26.718

5 2.1E+03 3.1E+03 2.5E+03 2.1E+03 2.1E+09 0.0E+00 0.0E+00 5.3E+08 35.028 14.333 38.960 34.723

6 1.5E+03 2.2E+03 1.9E+03 1.6E+03 0.0E+00 0.0E+00 0.0E+00 0.0E+00 44.758 16.940 48.328 43.943

7 1.2E+03 1.8E+03 1.3E+03 1.2E+03 0.0E+00 0.0E+00 0.0E+00 0.0E+00 52.885 19.214 54.879 50.325

8 9.4E+02 1.2E+03 1.0E+03 9.9E+02 9.4E+08 1.2E+09 0.0E+00 0.0E+00 58.531 19.396 58.626 61.790

9 5.2E+02 1.2E+03 5.4E+02 2.3E+02 0.0E+00 0.0E+00 0.0E+00 0.0E+00 37.602 21.715 41.274 36.256

10 4.9E+02 7.4E+02 6.1E+02 3.5E+02 0.0E+00 0.0E+00 0.0E+00 0.0E+00 53.415 18.233 64.929 57.785

Table 3 Comparison of PCAES Index,Number of Iterations, and Running Time for Case 1

C PCAES Index Number of Iterations Running Time (s)

FCM NE FGWC FGWC-ABC FCM NE FGWC FGWC-ABC FCM NE FGWC FGWC-ABC

2 9.536 9.078 6.570 9.681 20 18 15 10 0.078 0.015 0.062 1.029

3 20.081 17.572 9.644 14.450 61 51 38 10 0.39 0.046 0.249 2.044

4 26.156 29.436 15.580 24.262 66 97 38 10 0.483 0.124 0.327 3.931

5 28.918 34.218 24.931 28.974 70 182 67 10 0.67 0.327 0.67 5.21

6 30.045 35.234 23.441 28.558 63 60 108 10 0.702 0.124 1.263 8.174

7 27.830 32.829 26.888 28.300 307 57 38 10 3.978 0.156 0.53 10.935

8 30.812 47.292 26.100 27.269 76 97 38 10 1.294 0.327 0.67 12.838

9 140.331 45.102 50.815 165.982 45 58 30 10 0.748 0.219 0.608 15.303

10 45.786 43.448 42.325 150.167 53 47 139 10 0.982 0.218 2.667 21.185

Table 4 Comparison of PC, CE, and SC Indices for Case 2

C PC Index CE Index SC Index

FCM NE FGWC FGWC-ABC FCM NE FGWC FGWC-ABC FCM NE FGWC FGWC-ABC

2 0.845 0.690 0.834 0.839 0.259 0.481 0.278 0.269 1.1E-02 2.1E-02 2.2E-02 1.2E-02

3 0.732 0.519 0.704 0.729 0.483 0.834 0.529 0.492 1.7E-03 4.8E-03 2.1E-03 1.9E-03

4 0.561 0.366 0.551 0.598 0.785 1.148 0.811 0.755 5.5E-04 1.2E-03 7.0E-04 6.6E-04

5 0.526 0.322 0.507 0.524 0.899 1.329 0.945 0.924 1.9E-04 5.1E-04 2.4E-04 2.1E-04

6 0.504 0.250 0.481 0.482 0.990 1.545 1.039 1.043 7.6E-05 2.4E-04 8.7E-05 8.8E-05

7 0.484 0.229 0.401 0.464 1.075 1.668 1.232 1.124 4.1E-05 1.3E-04 4.8E-05 4.3E-05

8 0.399 0.214 0.387 0.446 1.262 1.777 1.301 1.204 2.2E-05 8.0E-05 2.5E-05 2.5E-05

9 0.389 0.182 0.344 0.379 1.323 1.915 1.445 1.357 1.4E-05 4.7E-05 1.6E-05 1.5E-05

10 0.347 0.189 0.329 0.370 1.460 1.973 1.508 1.414 9.8E-06 4.1E-05 1.0E-05 1.0E-05
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Table 5 Comparison of S, XB, and IFV Indices for Case 2

C S Index XB Index IFV Index

FCM NE FGWC FGWC-ABC FCM NE FGWC FGWC-ABC FCM NE FGWC FGWC-ABC

2 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 1.0E+03 5.470 2.040 3.672 4.441

3 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 8.115 2.029 8.515 7.013

4 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 10.625 2.374 10.920 9.349

5 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 10.973 2.059 11.527 9.948

6 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 12.544 1.960 10.916 12.530

7 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 12.387 1.694 12.416 12.546

8 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 11.932 1.498 12.279 12.105

9 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 11.464 1.420 11.474 11.676

10 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+00 10.891 1.211 10.798 11.234

Table 6 Comparison of PCAES Index,Number of Iterations, and Running Time for Case 2

C PCAES Index Number of Iterations Running Time (s)

FCM NE FGWC FGWC-ABC FCM NE FGWC FGWC-ABC FCM NE FGWC FGWC-ABC

2 1.978 2.119 1.812 2.095 7 13 7 5 0.078 0.031 0.093 2.169

3 6.734 4.669 6.257 6.907 13 57 12 5 0.234 0.187 0.249 4.056

4 5.406 4.743 5.882 8.917 12 48 10 5 0.28 0.218 0.249 7.753

5 11.624 7.878 13.356 14.954 59 37 13 5 1.716 0.218 0.452 11.827

6 23.475 7.443 23.417 18.563 65 79 46 5 2.574 0.577 1.684 15.975

7 35.150 10.665 18.525 28.268 57 129 30 5 2.277 1.138 1.326 32.994

8 30.122 14.204 26.200 37.460 37 47 66 5 1.747 0.499 3.182 50.965

9 36.640 13.968 23.990 32.460 69 75 49 5 3.588 0.951 2.62 37.815

10 33.417 21.414 28.422 37.865 166 67 53 5 9.594 0.982 3.588 49.92

Table 7 Comparison of PC, CE, and SC Indices for Case 3

C PC Index CE Index SC Index

FCM NE FGWC FGWC-ABC FCM NE FGWC FGWC-ABC FCM NE FGWC FGWC-ABC

2 0.603 0.500 0.577 0.577 0.583 0.693 0.612 0.612 2.2E-01 0.0E+00 6.3E-01 6.2E-01

3 0.536 0.333 0.519 0.519 0.790 1.099 0.810 0.810 2.5E-03 0.0E+00 2.5E-03 2.5E-03

4 0.433 0.250 0.392 0.421 1.036 1.386 1.129 1.053 6.6E-04 1.9E+06 4.2E-03 6.6E-04

5 0.420 0.200 0.350 0.386 1.158 1.609 1.282 1.218 2.8E-04 2.0E+05 9.5E-04 7.6E-04

6 0.394 0.167 0.349 0.363 1.281 1.792 1.365 1.321 2.2E-04 6.4E+04 2.0E-04 1.2E-04

7 0.380 0.143 0.334 0.363 1.369 1.946 1.488 1.394 7.7E-05 2.3E+04 4.7E-04 7.2E-05

8 0.386 0.125 0.347 0.357 1.405 2.079 1.508 1.471 3.4E-05 7.1E+03 7.1E-05 4.4E-05

9 0.397 0.111 0.369 0.387 1.444 2.197 1.508 1.447 3.3E-05 3.7E+03 3.4E-05 2.3E-05

10 0.420 0.100 0.383 0.393 1.424 2.303 1.534 1.489 1.3E-05 1.8E+03 3.5E-05 1.7E-05
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Table 8 Comparison of S, XB, and IFV Indices for Case 3

C S Index XB Index IFV Index

FCM NE FGWC FGWC-ABC FCM NE FGWC FGWC-ABC FCM NE FGWC FGWC-ABC

2 1.4E+01 0.0E+00 1.5E+01 1.5E+01 2.4E+01 1.5E+01 1.5E+01 1.5E+01 0.503 0.000 0.191 0.191

3 6.0E+00 0.0E+00 5.8E+00 5.8E+00 6.4E+00 6.7E+00 5.8E+00 5.8E+00 5.994 0.000 5.710 5.710

4 3.4E+00 0.0E+00 3.7E+00 3.3E+00 8.2E+01 3.8E+00 6.1E+01 8.9E+01 9.852 0.000 3.311 9.725

5 2.1E+00 0.0E+00 0.0E+00 2.6E+00 1.0E+03 2.4E+00 3.1E+05 2.9E+05 12.734 0.000 4.475 5.006

6 1.6E+00 0.0E+00 1.5E+00 0.0E+00 9.5E+02 1.7E+00 6.5E+02 1.3E+04 13.293 0.000 10.755 21.692

7 1.3E+00 0.0E+00 1.4E+00 0.0E+00 8.0E+04 1.2E+00 8.3E+03 6.9E+04 25.904 0.000 4.426 25.298

8 8.8E-01 0.0E+00 9.2E-01 8.4E-01 0.0E+00 9.4E-01 2.3E+05 8.4E+05 18.782 0.000 18.158 27.815

9 7.1E-01 0.0E+00 6.7E-01 6.1E-01 0.0E+00 7.4E-01 0.0E+00 0.0E+00 36.397 0.000 34.385 31.307

10 4.9E-01 0.0E+00 5.9E-01 4.9E-01 0.0E+00 6.0E-01 0.0E+00 0.0E+00 42.159 0.000 24.694 35.596

Table 9 Comparison of PCAES Index,Number of Iterations, and Running Time for Case 3

C PCAES Index Number of Iterations Running Time (s)

FCM NE FGWC FGWC-ABC FCM NE FGWC FGWC-ABC FCM NE FGWC FGWC-ABC

2 0.029 0.000 0.283 0.283 21 36 17 10 0.043 0.028 0.035 0.587

3 6.406 0.000 6.021 6.021 71 35 158 10 0.195 0.042 0.47 1.364

4 6.159 0.001 1.917 5.951 26 22 48 10 0.095 0.035 0.202 1.494

5 6.215 0.001 4.962 5.995 78 25 31 10 0.361 0.048 0.145 2.25

6 4.577 0.002 3.066 3.717 20 32 46 10 0.11 0.076 0.27 3.079

7 3.607 0.003 2.995 3.184 21 30 64 10 0.136 0.085 0.434 3.965

8 4.262 0.005 2.893 3.168 34 32 92 10 0.252 0.1 0.739 4.867

9 2.867 0.006 9.919 3.255 12 28 15 10 0.109 0.093 0.124 6.286

10 3.383 0.007 15.430 9.108 13 34 15 10 0.118 0.14 0.146 7.421

Fig. 3 PC index of FGWC and
FGWC-ABC in Case 1 (left) and
Case 2 (right)
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optimal of the dataset. It is defined as in for-
mulas (16–18).

IFV = (1/C)

C∑

j=1

{
(1/N)

N∑

k=1

u2kj

[
log2 C

− (1/N)

N∑

k=1

log2 ukj

]2
⎫
⎬

⎭

× (SDmax/σD) , (16)

SDmax = max
k �=j

‖Vk − Vj‖2, (17)

σD = (1/C)

C∑

j=1

(
(1/N)

N∑

k=1

‖Xk−Vj‖2
)

.

(18)

• Experimental objective: to evaluate the clustering qual-
ities and the computational time of all algorithms.

The experimental results under these environments are
illustrated from Tables 1, 2, 3, 4, 5, 6, 7, 8 to 9. From these
results, it can be concluded that the proposed FGWC-ABC
is successfully improved the original FGWC in terms of
validity index measurement for most cases. For some cases,
FGWC-ABC is not better than the other method such as
FCM and NE, but the difference is not so far. As the main
objective of this work is to improve the quality of stan-
dard FGWC that is previously known as better than classical
FCM in terms of incorporating the geographical feature
and the neighborhood effect. Thus, the performance is still
acceptable.

Figure 3 gives an example of the comparison of PC index
evaluation of FGWC and the proposed method FGWC-
ABC. The greater value of the PC index denotes the
better quality of resulting cluster. Using UNSD Socio-
economic 2011 data in case 1 simulation, the PC valid-
ity index measurement of FGWC-ABC is always higher
than the standard FGWC, which indicated superiority of
FGWC-ABC clustering quality against the standard FGWC.
The experimental result of the Breast Cancer dataset in
case 2 also reflects the similar condition since FGWC-ABC
provides a better PC index than FGWC in various number
of clusters.

Case 1. UNSD Socio-economic 2011 Data set

Case 2. The Breast Cancer Data set
Case 3. The Indonesia Population Census 2010 Data set
The evaluation of standard deviation under the environ-

ment stated in the parameter settings are illustrated from
Tables 10, 11, 12, 13, 14, 15, 16, 17 to 18. Using 10
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0 number of runs for each number of clusters and for each of

the three public datasets, we measured the standard devi-
ation of the data as well as the average of data that are
presented in the previous Tables 1–9. From the evaluation,
it can be concluded that the proposed FGWC-ABC not only
successfully improved the original FGWC in terms of valid-
ity index measurement for most cases, but also provided
the optimum range of results. For some cases, FGWC-
ABC is not better than the other methods such as FCM
and NE, but the differences are not far. As the main objec-
tive of this work is to improve the quality of standard
FGWC that is previously known as better than classical
FCM in terms of incorporating the geographical feature and
the neighborhood effect. Because of the average result of
FGWC-ABC in previous Table 1–9 is optimum, thus the
range of performance results is still acceptable.

STANDARD DEVIATION MEASUREMENT
Case 1. UNSD Socio-economic 2011 Data set
Case 2. The Breast Cancer Data set
Case 3. The Indonesia Population Census 2010 Data set

5 An application of FGWC-ABC for analyzing
crime behavior in population

• The problem and the dataset:

This section presents a decision-making application
based on FGWC-ABC for analyzing crime behavior
problem in population of the city using the communities
and crime dataset, which consists of socio-economic vari-
ables from the 1990 US Census, law enforcement data from
the 1990 US LEMAS survey, and crime data from the
1995 FBI UCR [1]. The dataset consists of many param-
eters involve the community, such as the percent of the
population considered urban, and the median family
income, and involving law enforcement, such as per capita
number of police officers, and percent of officers assigned
to drug units. All numeric data was normalized into the
decimal range [0.00, 1.00] using an unsupervised, equal-
interval binning method. Attributes retain their distribution
and skew; hence for example the population attribute has a
mean value of 0.06 because most communities are small.
The attributes which have missing values are then being
ignored. The government typically has many programs in
controlling and reducing crime rates. Many stakeholders
also have similar interest in crime control and analysis,
e.g. police agency, investor, multinational enterprise, etc.
In this section we define and analyze the crime rate in the
certain population using demographic and socio-economic
variable analysis. The per capita violent crimes variable,
which is defined for crime rate, was usually calculated using
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Table 12 Comparison of Standard Deviation of PCAES Index,Number of Iterations, and Running Time for Case 1

C PCAES Index Number of Iterations Running Time (s)

FCM NE FGWC FGWC-ABC FCM NE FGWC FGWC-ABC FCM NE FGWC FGWC-ABC

2 1.59.E-05 2.65.E-04 1.61.E+00 9.84.E-01 1.0801 0.7888 1.9465 0.0000 0.0059 0.0006 0.0116 0.0525

3 1.44.E-04 4.24.E-03 2.57.E+00 1.40.E-04 2.3781 4.9486 8.4123 0.0000 0.0157 0.0058 0.0572 0.1806

4 1.68.E-04 1.64.E-02 4.72.E+00 9.37.E-01 2.4060 15.2840 10.8853 0.0000 0.0286 0.0210 0.0906 0.2082

5 1.22.E-04 1.52.E-04 1.97.E+00 1.70.E+00 4.6774 5.8271 12.8776 0.0000 0.0412 0.0140 0.1219 0.3540

6 1.55.E-03 1.18.E-03 3.00.E+00 8.67.E-01 9.6517 11.8771 19.3509 0.0000 0.1086 0.0288 0.2330 0.4048

7 9.49.E-01 1.79.E+00 2.14.E+00 1.97.E+00 89.5845 23.3866 7.6920 0.0000 1.1314 0.0636 0.0962 0.5219

8 3.78.E+01 6.77.E+00 2.28.E+00 4.94.E+01 45.2209 10.7373 14.4380 0.0000 0.6542 0.0364 0.2563 1.3783

9 3.39.E+00 8.25.E-01 9.17.E+00 3.71.E+01 9.7434 14.9179 2.7183 0.0000 0.1727 0.0603 0.0591 1.2376

10 5.22.E+01 5.76.E+00 4.44.E+01 5.34.E+01 13.1217 58.5401 58.3910 0.0000 0.2533 0.2605 1.2649 2.6209

population and the sum of crime variables considered vio-
lent crimes in the United States: murder, rape, robbery, and
assault. Numerous variables in the dataset were included so
that FGWC-ABC can select or learn weights for attributes
and then be further evaluated. The aim of research is
to perform the identification of crime cases in United
States.

• A procedure to determine fuzzy rules:

There are some alternatives to define fuzzy rules from a cer-
tain data set [8]. Berenji & Khedkar proposed the learning
and tuning fuzzy logic controllers through reinforcements,
which also provide a simple procedure of decision selection
processes [40]. As presented in Fig. 4, antecedent attributes

are determined from data input to create fuzzy rules. Some
rules can be directly used for the decision or action making.
The other rules can be selected to determine the consequent
attributes [40].

Suppose that we have the following rules:

Rule 1: IF A is X1 and B is Y1 THEN C is Z1

Rule 2: IF A is X2 and B is Y2 THEN C is Z2

Rule 3: IF A is X3 and B is Y3 THEN C is Z3

Each rule has antecedent attributes which describe some
preconditions, in those examples are X (X1, X2, and X3)

and Y (Y1, Y2, and Y3). It also has a consequent attribute
that provides the decisions as output [40].

Table 13 Comparison of Standard Deviation of PC, CE, and SC Indices for Case 2

C PC Index CE Index SC Index

FCM NE FGWC FGWC- FCM NE FGWC FGWC- FCM NE FGWC FGWC-

ABC ABC ABC

2 5.52.E-05 1.50.E-05 3.12.E-03 3.02.E-03 1.19.E-04 1.88.E-05 5.10.E-03 4.94.E-03 5.53.E-05 1.52.E-06 5.28.E-03 5.23.E-03

3 5.26.E-02 5.27.E-07 1.36.E-02 1.07.E-02 7.32.E-02 3.16.E-07 2.02.E-02 1.60.E-02 4.07.E-04 5.42.E-07 1.28.E-04 9.73.E-05

4 5.49.E-02 2.73.E-05 2.03.E-02 1.53.E-02 6.84.E-02 3.42.E-05 2.44.E-02 1.84.E-02 9.35.E-06 1.60.E-06 2.56.E-05 2.04.E-05

5 2.52.E-04 4.90.E-05 8.53.E-03 6.95.E-03 5.11.E-04 6.26.E-05 1.05.E-02 8.46.E-03 4.79.E-06 4.28.E-07 1.05.E-05 1.15.E-05

6 1.63.E-03 1.80.E-02 2.83.E-02 1.87.E-03 3.13.E-03 2.73.E-02 4.90.E-02 4.13.E-03 2.72.E-06 1.98.E-05 1.20.E-05 3.43.E-06

7 2.65.E-02 9.65.E-03 3.04.E-02 6.40.E-03 4.43.E-02 3.88.E-02 4.94.E-02 2.84.E-02 1.70.E-05 3.85.E-05 2.46.E-05 1.40.E-05

8 1.09.E-04 9.27.E-03 3.34.E-02 2.75.E-02 3.09.E-04 2.07.E-02 6.12.E-02 4.53.E-02 9.95.E-08 1.04.E-06 2.05.E-06 1.23.E-07

9 1.27.E-02 6.01.E-03 3.59.E-02 2.48.E-02 3.33.E-02 1.15.E-02 6.91.E-02 3.87.E-02 3.05.E-07 2.54.E-06 7.88.E-07 6.64.E-07

10 1.16.E-02 6.50.E-03 1.47.E-02 2.47.E-02 2.45.E-02 1.90.E-02 3.52.E-02 4.32.E-02 3.59.E-07 3.60.E-08 1.12.E-07 6.14.E-07



Fuzzy geographically weighted clustering using artificial bee colony 391

Ta
bl
e
14

C
om

pa
ri
so
n
of

St
an
da
rd

D
ev
ia
tio

n
of

S,
X
B
,a
nd

IF
V
In
di
ce
s
fo
r
C
as
e
2

C
S
In
de
x

X
B
In
de
x

IF
V
In
de
x

FC
M

N
E

FG
W
C

FG
W
C
-

FC
M

N
E

FG
W
C

FG
W
C
-

FC
M

N
E

FG
W
C

FG
W
C
-

A
B
C

A
B
C

A
B
C

2
0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

5.
27
.E

+0
2

5.
27
.E

+0
2

1.
33
.E
-0
2

2.
32
.E
-0
4

4.
05
.E
-0
1

3.
95
.E
-0
1

3
0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

4.
51
.E
-0
2

2.
47
.E
-0
3

7.
66
.E
-0
1

6.
19
.E
-0
1

4
0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

7.
48
.E
-0
1

6.
41
.E
-0
3

6.
47
.E
-0
1

4.
91
.E
-0
1

5
0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

2.
34
.E
-0
1

1.
38
.E
-0
2

1.
10
.E

+0
0

8.
85
.E
-0
1

6
0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

1.
62
.E
-0
1

7.
85
.E
-0
2

6.
80
.E
-0
1

7.
01
.E
-0
1

7
0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

4.
40
.E
-0
1

8.
63
.E
-0
2

5.
08
.E
-0
1

7.
12
.E
-0
1

8
0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

2.
94
.E
-0
2

3.
63
.E
-0
2

7.
72
.E
-0
2

7.
25
.E
-0
2

9
0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

6.
16
.E
-0
2

1.
80
.E
-0
2

1.
06
.E
-0
1

8.
89
.E
-0
2

10
0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

0.
00
.E

+0
0

3.
46
.E
-0
1

3.
45
.E
-0
2

1.
16
.E
-0
1

7.
85
.E
-0
2

In this case, we evaluate the prediction of crime rate
measured in total number of violent crimes per 100K pop-
ulation variable using socio-economic and demographic
variables from the pre-defined dataset. We compute the
rule weight by the following characteristics of fuzzy rules
[8, 40] :

– Associativity: F(x, F(y,z)) = F(F(x,y),z).
– Commutativity: F(x,y) = F(y,x).
– Monotonicity: F(x,y) <F(z,w) if x<z and y<w.
– Identity: F(x,1) = x.

As presented in Fig. 5, we then create a procedure to
determine fuzzy rules in this case, as follows:

1. Select a number of antecedents attributes for the
rules. The attributes are selected manually regarding
its importance for specific task in determining class
attribute. The selection of antecedent attributes require
the predefined knowledge about the objective of the
decision making process. Thus, expert judgement is
required to clarify the pertinence of the selection.

2. Perform fuzzy geo-demographic clustering using
FGWC-ABC on the dataset and obtain the correspond-
ing fuzzy membership matrix.

3. Perform other fuzzy geo-demographic clustering using
FGWC-ABC to the selected antecedent attributes and
obtain the corresponding fuzzy membership matrices.

4. Perform other fuzzy geo-demographic clustering using
FGWC-ABC to the consequent attribute.

5. Utilize the obtained membership matrices to evaluate
the rule weight. If the rule weight is equal or greater
than the given threshold, the rule can be considered as
the valid rule.

• Initial experimental results:
In this part, we describe the initial simulation of the

procedure using the communities and crime dataset.
All running processes are performed using the FGWC-
ABC parameters such as ε = 10−3; m = 3; a = b = 1;
α = 0.7; β = 0.3. Six antecedent attributes are chosen
for the rules as follows.

– PCI: per capita income;

– Poverty: percentage of people under the
poverty level;

– Unemployed: percentage of people 16 and
over, in the labor force, and unemployed;

– Divorce: percentage of population who are
divorced;

– Homeless: number of homeless people
counted in the street;
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Table 15 Comparison of Standard Deviation of PCAES Index,Number of Iterations, and Running Time for Case 2

C PCAES Index Number of Iterations Running Time (s)

FCM NE FGWC FGWC-ABC FCM NE FGWC FGWC-ABC FCM NE FGWC FGWC-ABC

2 3.20.E-03 2.30.E-04 1.45.E-01 1.46.E-01 0.6992 0.9487 0.9487 0.0000 0.0112 0.0066 0.0165 0.2076

3 2.33.E+00 4.27.E-04 3.04.E-01 2.53.E-01 2.2010 7.5873 1.3166 0.0000 0.0422 0.0261 0.0395 0.0839

4 4.28.E+00 1.85.E-03 1.29.E+00 1.01.E+00 14.9224 9.5621 2.2608 0.0000 0.3483 0.0464 0.0636 0.5893

5 5.01.E-01 6.24.E-03 6.87.E-01 7.47.E-01 5.1381 2.5144 5.1478 0.0000 0.1713 0.0180 0.1668 1.0027

6 1.86.E+00 1.79.E+00 2.62.E+00 3.80.E+00 15.4546 5.4732 5.9217 0.0000 0.5304 0.0485 0.2226 2.2389

7 6.16.E+00 1.47.E+00 5.42.E+00 2.72.E+00 11.0960 9.8319 7.3341 0.0000 0.5317 0.0830 0.3846 4.3484

8 3.84.E-01 1.63.E+00 6.85.E+00 6.15.E+00 12.4316 9.0486 6.1183 0.0000 0.7220 0.0967 0.2927 1.3292

9 4.00.E+00 1.23.E+00 7.74.E+00 5.73.E+00 9.2039 11.9238 5.4416 0.0000 0.5055 0.1503 0.3153 2.5741

10 3.07.E+00 1.87.E+00 3.83.E+00 6.18.E+00 12.6474 12.1856 3.6148 0.0000 0.7526 0.1816 0.2189 2.4055

– WorkingMom: percentage of moms of kids 6
and under in labor force.

Among other available attributes, those antecedent attributes
were selected regarding some literatures that proposed
appropriate factors influencing crime rate, such as Snook
et al [42], and Levit [43]. We classify each antecendent
attribute into 5 clusters: “Very High”, “High”, “Medium”,
“Low”, and “Very Low” respectively. The class attribute
(violent crime per population) is also classified into 5
clusters as above.

To amplify the utilization of the proposed method in
generating fuzzy rules, we provide 2 examples of calcula-
tion case in different states. These examples are performed

following the procedure that previously stated. Using the
same procedure, we can duplicate to generate fuzzy set
rules to the other states. Here are the example of rule
calculation:

1. Case of District of Columbia (DC):

• From the fuzzy membership matrix of Per Capita
Income we have vector [0.040731 0.020157
0.108814 0.049846 0.780453]. The membership
degree 0.780453 is chosen to proposition Per
Capita Income of DC is High;

• The vector of membership of Poverty is [0.019558
0.038629 0.012589 0.013019 0.916205], while the

Table 16 Comparison of Standard Deviation of PC, CE, and SC Indices for Case 3

C PC Index CE Index SC Index

FCM NE FGWC FGWC- FCM NE FGWC FGWC- FCM NE FGWC FGWC-

ABC ABC ABC

2 2.81.E-06 2.02.E-04 4.94.E-05 4.94.E-05 4.00.E-06 2.02.E-04 5.54.E-05 5.54.E-05 3.55.E-05 6.53.E+04 1.16.E-03 1.16.E-03

3 1.42.E-06 1.26.E-04 2.73.E-06 2.63.E-06 7.85.E-06 1.88.E-04 2.80.E-06 2.67.E-06 9.22.E-08 1.22.E+04 1.59.E-07 1.44.E-07

4 6.95.E-03 9.77.E-05 1.34.E-02 1.46.E-02 8.48.E-03 1.95.E-04 3.36.E-02 3.69.E-02 1.99.E-05 2.63.E+02 1.58.E-03 1.73.E-03

5 2.28.E-02 9.88.E-05 1.93.E-02 8.88.E-03 5.33.E-02 2.47.E-04 4.44.E-02 2.43.E-02 6.73.E-04 1.20.E+02 1.02.E-03 4.81.E-04

6 8.37.E-03 5.51.E-05 1.03.E-02 7.52.E-03 1.76.E-02 1.65.E-04 3.07.E-02 2.48.E-02 3.47.E-05 4.47.E+00 3.63.E-04 3.45.E-04

7 1.07.E-02 9.39.E-05 7.88.E-03 6.70.E-03 2.88.E-02 3.29.E-04 2.12.E-02 1.81.E-02 1.26.E-05 3.76.E+01 3.79.E-05 3.81.E-05

8 9.55.E-03 9.68.E-05 6.83.E-03 7.21.E-03 2.77.E-02 3.88.E-04 2.44.E-02 2.36.E-02 7.55.E-06 5.91.E+00 7.26.E-05 2.97.E-05

9 4.20.E-03 7.96.E-05 6.44.E-03 2.38.E-03 1.40.E-02 3.58.E-04 2.46.E-02 1.01.E-02 3.53.E-06 2.15.E+00 4.93.E-06 3.30.E-06

10 6.36.E-03 6.05.E-05 6.27.E-03 2.96.E-03 1.99.E-02 3.02.E-04 2.55.E-02 1.21.E-02 2.50.E-06 1.67.E+00 7.34.E-06 7.39.E-06
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0 value 0.916205 is chosen to proposition Poverty of

DC is High;

• The attribute of Unemployed gives vector mem-
bership [0.000398 0.000778 0.000213 0.000107
0.998505], which leads the value 0.998505 to be
chosen to proposition Unemployed of DC is High;

• Membership matrix of Divorce for District
of Columbia is [0.002571 0.016808 0.048019
0.926014 0.006589]. The maximum value
0.926014 is then chosen to proposition Divorce of
DC is Very High;

• Similar to previous attributes, we then obtain vec-
tor membership of Homeless, which is [0.174139
0.034012 0.233458 0.378699 0.179691]. It is clear
that from value 0.378699 we can propose Homeless
of DC is Medium;

• The last antecedent attribute, Working Mom vec-
tor membership for DC is [0.213729 0.027792
0.008482 0.704056 0.045941]. This leads to pro-
pose Working Mom of DC is High from value
0.704056;

• On the other hand, after classify the class
attribute of data set, we get vector membership
[0.012723 0.947883 0.003291 0.031064 0.00504],
which leads the value 0.947883 to be chosen to
proposition Violent Crime Rate of DC is Very
High.

From those steps, we get the following fuzzy rule:
Rule 1: IF Per Capita Income is High AND Poverty is

High AND Unemployed is High AND Divorce is Very High
AND Homeless is Medium AND Working Mom is High
THEN Violent Crime Rate is Very High.

1. Case of State of Delaware:

• From the fuzzy membership matrix of Per Capita
Income we have vector [0.007084 0.00032 0.97017
0.011833 0.010593]. The membership degree
0.97017 is chosen to proposition Per Capita Income
of DC is Medium;

• The vector of membership of Poverty is [0.102203
0.416416 0.049904 0.012208 0.419268], while the
value 0.419268 is chosen to proposition Poverty of
DC is High;

• The attribute of Unemployed gives vector mem-
bership [0.427019 0.068328 0.49181 0.001583
0.01126], which leads the value 0.49181 to be
chosen to proposition Unemployed of DC is Very
Low;

• Membership matrix of Divorce for District of
Columbia is [0.000842 0.981126 0.0094 0.002328
0.006304]. The maximum value 0.981126 is then
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Table 18 Comparison of Standard Deviation of PCAES Index,Number of Iterations, and Running Time for Case 3

C PCAES Index Number of Iterations Running Time (s)

FCM NE FGWC FGWC-ABC FCM NE FGWC FGWC-ABC FCM NE FGWC FGWC-ABC

2 2.95.E-04 8.75.E-04 5.93.E-04 5.93.E-04 3.1552 4.3512 1.7127 0.0000 0.0056 0.0072 0.0066 0.0106

3 8.94.E-04 2.55.E-03 6.56.E-04 6.36.E-04 12.7122 2.5033 20.8062 0.0000 0.0344 0.0028 0.0585 0.0791

4 2.93.E-02 5.83.E-03 1.85.E+00 2.00.E+00 8.7057 3.0984 5.2377 0.0000 0.0288 0.0072 0.0197 0.0312

5 1.84.E+00 4.59.E-03 1.83.E+00 1.67.E+00 18.0604 1.4181 14.9458 0.0000 0.0801 0.0077 0.0676 0.0456

6 4.39.E-01 5.90.E-03 9.92.E-01 7.95.E-01 7.9868 1.6633 9.4287 0.0000 0.0442 0.0089 0.0546 0.0710

7 8.14.E-01 1.63.E-02 3.14.E-01 2.69.E-01 10.4222 0.9487 7.6920 0.0000 0.0697 0.0067 0.0513 0.0957

8 5.84.E-01 1.88.E-02 1.52.E+00 1.59.E+00 11.5667 1.0328 12.8794 0.0000 0.2464 0.0190 0.1011 0.4355

9 3.65.E-01 2.26.E-02 1.58.E+00 3.89.E-01 3.0840 0.9661 1.6865 0.0000 0.0244 0.0064 0.0130 0.1344

10 2.71.E-01 1.74.E-02 2.60.E+00 9.38.E-01 6.5354 0.5270 9.1948 0.0000 0.0619 0.0080 0.0863 0.0687

chosen to proposition Divorce of DC is Very
Medium;

• Similar to previous attributes, we then obtain vec-
tor membership of Homeless, which is [0.000173
0.000064 0.075503 0.008516 0.915743]. It is clear
that from value 0.915743 we can propose Homeless
of DC is Very Low;

• The last antecedent attribute, Working Mom vec-
tor membership for DC is [0.091994 0.018468
0.005325 0.852533 0.03168]. This leads to propose
Working Mom of DC is High from value 0.852533;

• On the other hand, after classify the class attribute
of data set, we get vector membership [0.332505
0.023732 0.083359 0.074192 0.486213], which

leads the value 0.486213 to be chosen to proposi-
tion Violent Crime Rate of DC is Low.

From those steps, we get another fuzzy rule:

Rule 2: IF Per Capita Income is Medium AND Poverty
is High AND Unemployed is Very Low AND Divorce is
Medium AND Homeless is Very Low AND Working Mom is
High THEN Violent Crime Rate is Low.

3. From two case above, Table 19 clearly presents these
samples of fuzzy rules for determining the violent crime
rate.

We have also implement a web-based GIS application
mapping to present the distribution of the violent crime rate.
From this figure, decision makers could observe some states

Fig. 4 Simple diagram of
decision selection process [44]
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Fig. 5 Procedure to build fuzzy
rules using FGWC-ABC

Decision making process

Select the antecedent attributes

Perform FGWC-ABC on full dataset 

Output: fuzzy membership matrices 

Read input data

Determine the objective of the decision making process

Perform FGWC-ABC on each of antecedent attributes of dataset 

Output: - fuzzy membership matrices and 

- label classification for each of antecedent attributes                

(e.g.:"Very High", "High", "Medium", "Low", and "Very Low") 

Perform FGWC-ABC on the consequent attributes of dataset 

Output: - fuzzy membership matrices and 

- label classification for each of antecedent attributes         

(e.g:"Very High", "High", "Medium", "Low", and "Very Low") 

Select the consequent attribute

Fuzzy set rules

having very high violent crime rate such as Oregon, New
Jersey, and Connecticut.

Figure 6 presented the distribution of violent crime rate
that resulted after summing up different records into their
respective states using the fuzzy weighted aggregation oper-
ator. The labels represent for the cluster of respective

antecedent and consequent attributes that are calculated by
FGWC-ABC. After generating fuzzy rules for all avail-
able states and obtaining the complete rules as exemplified
in Table 19, we performed geo-demographic mapping of
the violent crime rate attribute as the goal of this decision
making process.

Table 19 Sample of Fuzzy Rules for Determining The Violent Crime Rate

State Per Capita Income Poverty Unemployed Divorce Homeless Working Mom Violent Crime Rate

Delaware High High High Very High Medium High Very High

District of Columbia Medium High Very Low Medium Very Low High Low
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Fig. 6 Mapping
geo-demographic cluster in US
based on violent crime rate

6 Conclusions

This paper aimed to propose the design for improvement of
the limitations in fuzzy geo-demographic clustering algo-
rithm by giving an integration of Artificial Bee Colony
(ABC) algorithm based optimization and Fuzzy Geograph-
ically Weighted Clustering (FGWC) algorithm to reach a
better geo-demographic clustering accuracy. The new algo-
rithm used the ABC algorithm to select the cluster centers
(centroids) or the membership matrix automatically in the
initialization phase of FGWC clustering. Different objective
functions were proposed to distinguish the treatment for dif-
ferent datasets. The proposed design was implemented as a
contribution to the fuzzy geo-demographic clustering field.

The simulation results on various geo-demographic
datasets showed that the clustering quality of the proposed
algorithm so-called FGWC-ABC is better than those of the
relevant works such as FCM, Neighborhood Effects (NE)
and FGWC. Based on various validity indices for fuzzy
clustering, the proposed FGWC-ABC was verified as the
robust and efficient method. FGWC-ABC was also applied
to a decision-making application for analyzing crime behav-
ior problems in population using the communities and crime
dataset, which consists of socio-economic variables from
the 1990 US Census, law enforcement data from the 1990
US LEMAS survey, and crime data from the 1995 FBI
UCR. The aim of application was to perform the identifi-
cation of crime cases in United States. A novel procedure
based on FGWC-ABC was proposed to generate fuzzy
rules of violent crime rate in US. A web-based GIS appli-
cation mapping to present the distribution of the violent

crime rate using the fuzzy weighted aggregation operator
was designed. The fuzzy rules and distribution maps would
help decision makers manage the violent crime rate more
efficiently.

Future works include the comparison using other meta-
heuristic optimization and the use of context information
within FGWC-ABC. It is also possible to elaborate the use
of FGWC-ABC in spatial interaction model application.
Other considerable challenges are the implementation of
this algorithm in real world geo-demographic applications.
This method still leaves a weakness, i.e., the computational
time is longer than those of other methods reported pre-
viously. Further investigation is in progress to shorten this
time.
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