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ABSTRACT

Clustering Population Pyramids, the age histograms of certain populations, is often of interest in many researches. In this paper, we conduct a
simulation study to compare ten histogram distance measures for the purpose of clustering population pyramids, where K-medoid algorithm is used as
the clustering tool. The results show that there is no single “best” distance measure that outperforms others across all data types. In general, the higher
variation, the harder clustering becomes. For the unimodal pyramids with high variances, cross-bin types of measures such as Wasserstein’s or Earth
mover distance might be a better choice, while for the bimodal pyramids, bin to bin type of measures, such as Euclidean, Hellinger, and Jaccard

generally outperform others.

Keywords: Wasserstein metric; Hellinger distance; Population Pyramid; Cluster analysis; K-medoid

1 INTRODUCTION

Population pyramids refer to histograms, usually shown
vertically to illustrate the frequency of various age groups of a
population, where each bar’s size can be presented in terms of
percentages or counts (Kahn, 2007). An example of such pyramids is
shown in Figure 1, displaying age distribution of Thai population in
2016 for both males and females.

Male Thailand - 2016 Female

24 18 1z 0.6 0 0 0.6 12 18 24 3

Population (in millons) Age Group Population (in milions)

Figure 1: Age distribution of Thai population in 2016
(Source: https://www.indexmundi.com/thailand/age_structure.html)

Such a population pyramid or histogram can tell us many aspects
of a population. For example, high birthrate population would have a
wide-based pyramid, while aging society would have a wider top.

This research paper is motivated upon investigating the Thai
population’s age data, publicly available from the Official Statistics
Registration System, under Bureau of Registration Administration,
Department of Provincial Administration, Ministry of Interior. The
dataset contains frequency distributions for different age groups for
each of the provinces in Thailand, collected from 1993 to 2017.

Initially, we were interested in studying age distributions of Thai
provinces through performing cluster analysis on their population
pyramids. However, one important question needed to be asked before
implementing such an analysis is: what would be an appropriate
distance measure or metric to quantify the differences between two
population pyramids? For a clustering to be valid, similar pyramids
need to be clustered within the same group, while different-looking
pyramids should be in the different ones.

The main objective of this paper is therefore to investigate
several histogram distance measures for the purpose of clustering
population pyramids, through a simulation study. K-medoid algorithm,
a more robust version of K-means, is used as the clustering tool. In
section 1, we first review histogram distance measures that have been
purposed, and we also provide some background information on

different types of population pyramids, which will be used as the basis
for our data generation.

In section 2, framework for generating our histogram data is
discussed, together with the evaluation method. Clustering
performances of ten distance measures on each of the simulated datasets
are compared in section 3. Lastly, conclusion will be presented in
section 4.

For our specific clustering problem, pyramids or histograms to
be compared are of the same number of intervals, d, and the intervals
are of the same size, usually equal to 5 or 10 years period. Following
(Cha, 2002)’s notations, let P and Q be two histograms of same interval
structure and let P; and Q; be the corresponding relative frequencies for
each interval i. Note that ¢ , P, = 1 and ¥, Q; = 1.

Since a distance measure plays a central role in any clustering or
classification problems, several distance measures have been proposed
over the years. (Cha, 2002) has made a comprehensive summary of
nominal type histogram distance measures and group them into eight
types: L, Minkowski family, L; family, Intersection family, Inner
Product family, Fidelity family, x? family, Shannon’s entropy family,
and Combinations. Each type has its own distinct characteristics which
can be summarized as follows.

1. L, Minkowski family: This group of measures can be seen
as an extension of the familiar Euclidean distance, which
relies on the square of the difference between two data
points (p = 2). The power parameter p can be generalized to
other positive numbers. Examples of such measures are
Euclidean L (eq.1), Minkowski L, and Chebyshev L.

2. L. family: This type of measures is similar to the L,
Minkowski family, but focuses on the absolute difference
instead. Examples of such measures are Sorensen, Gower
(eq.2), Soergel, and Canberra.

3. Intersection family: The idea behind this distance family
is the histogram similarity measure based on their
intersection. This family actually has a strong connection
to L; family types. Examples of such measures are
Intersection (eq.3), Wave Hedges, and Czekanowski.

4. Inner Product family: Measures in this family are based
on the inner or scalar products P-Q. Examples of such
measures are Inner Product, Harmonic mean, Cosine, and
Jaccard (eq.4).

5. Fidelity family: All Fidelity-based distances are based on
the square-root of the probabilities or relative frequency
values. This family is also called Squared-chord family.
Examples of such measures are Fidelity, Bhattacharyya,
Hellinger (eq.5), and Matusita.

6. x? family: As the name suggests, measures in this family
are related to the y? statistic. This family is also called
Squared L, family. Examples of such measures are Squared
x?2, Divergence (eq.6), and Clark.
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7. Shannon’s entropy family: Measures in this family is
based on the Shannon’s entropy, or the degree of
uncertainty from information theory. Examples of such
measures are Kullback-Leiber (eq.7), Jeffreys, K
divergence, and Jensen-Shannon.

8. Combinations: Measures in this family are built on
combination of two or more distance measures. For
example, Taneja measure (eq.8) is a combination of
arithmetic and geometric means. Other examples include
Kumar-Johnson (eq.9) and Avg(Ly, Lo,).

The above eight types of distance measures are of nominal types,
meaning that they focus on comparing interval to interval or “bin to bin”
information only. Zhao, 2011 has discussed another type of histogram
distance measure which utilizes information from neighboring intervals,
called “cross-bin” distances. Such measures are far more complicated
and time-consuming to calculate than the nominal types. Examples of
cross-bin measures are earth mover’s distance which also goes by the
names L, Mallow’s distance, or Wasserstein and Kantonovich’s distance
(eq.10).

There are altogether more than 40 types of histogram distance
measures available. In this paper, we choose to compare ten histogram
distance measures selected from the above list by choosing at least one
measure from each type. The comparisons are made on the basis of
clustering performance which will be discussed in Section 3.

Table 1: Distance measures used in our analysis

Family of Distance measures used in our analysis
measure
L, Minkowski | Euclidean:
d= 6
Ly Gower:
d
1
d=2> IPi-al @
i=1
Intersection Intersection:
d
d=1- Z min(P, Q,) @®)
=1
Inner Jaccard:
Product Y PiQi
d=1-57—75 d 2 d (4)
i=1Pi + Zi=1 Qi — Lij=1 PiQi
Fidelity Hellinger:
®)
x? Divergence:
d
P, — 0,)?
dzzz(L QL)2 ©)
~ P+ Q)
Shannon’s Kullback-Leibler:
entropy d p.
d= Z Pint @
i=1 Qi
Combinations | Taneja:
d
P+ QN (P +0Q
d=2( Q)ln(—Q> ®)
L\ 2 2\/P,Q;
Kumar-Johnson:
d
P2 — 0?)2
d= <4( - Q;/)z ) 9)
i\ 2(PiQi)
Wasserstein = i FiiD
- p‘l}lp‘i’,} Fy; (10)

such that:
X Fy <PLLiF; < Qi
2 Fij =min(x; P, X; Q).

and F;; >0

Code 01

For equations 4, 6, 7, 8, and 9, frequencies of 0 would lead to
invalid calculations. The distances are treated as 0 in such cases.

For the background on different types of population pyramids,
typically, population pyramids are classified into three main types:
expansive, stationary, and constrictive (Boucher, 2016).

As shown in Figure 2, an expansive pyramid shows a highly
skewed to the right population where the majority of people are young.
Birthrate and death rate are both high and life expectancy is low, usually
characterizing a developing society.

A stationary pyramid shows a bimodal population with an
increasing adult population. The birthrate and death rate are declining,
with longer life expectancy, usually characterizing a more developed
populations with better life qualities when compared to an expansive
one.

Lastly, a constrictive pyramid shows an aging population with
very low birth rate and death rate, and longer life expectancy, usually
characterizing a developed society. The pyramid resemblances a
mixture of two distributions.

Expansive
Age Male  Female

75-79
T0-T4
65-69

55-59
50-54

e I L
30-34
25-29

e

20-24
15-19
10-14
50 | |
o4 | 1 L 1 1 1 1 |

Percant of population

Stationary Constrictive
Age Male Female Age Male Female
80+ B0+
T5-79 |: 75-79 E
70-74 ] T0-74
65-69 65-69
60-64 G064 [
55-50 55-59 [
50-54 50-54
45-49 45-49 ]
s0-44 e —
35-39 35-39
30-34 30-34
25-29 25-29
20-24 20-24
15-19 15-19
10-14 1n-14
5-9 5-9
0-4 | -4 | [ =]
6 4 2 2 4 B & 4 2 2 4 6

Percent of population Percent of population

Figure 2: Examples of three main types of population pyramids:
expansive, stationary, and contractive.

(Source: https://populationeducation.org)

2 METHODS

2.1  Experimental design

We generated seven different histogram datasets to study the
effect of certain parameters on clustering performances. Each dataset
contains four groups (or clusters) of histograms, where 100 histograms
are generated from each group. That means, there are a total of 400
histograms in each dataset.

Table 2 shows the underlying distributions which we use to
generate histogram data. For the so-called “Four type” dataset, we
mimic the general types of population pyramids as discussed in the
previous section, where group 1, generated from an exponential
distribution with rate 1/30, represents a highly right-skewed or highly
expansive population. Group 2, generated from a gamma distribution
with shape = 1.29 and rate = 0.061, represents a moderately expansive
population. Group 3, generated from a mixture between two normal
distributions with means of 5 and 40 and stand deviations both equal to
20, represents a relatively stationary pyramid. Lastly, group 3,
generated from a mixture between two normal distributions with means
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of 15 and 55 and stand deviations both equal to 20, represents a
constrictive pyramid.

With the “Normal SD = 157, “Normal SD = 20”, and “Normal SD
= 25” datasets, we aim to compare the clustering performances when the
pyramids are only unimodal and also have different degrees of
variations. The four groups are only differentiable by the means at 5, 10,
15, and 20. The means are designed this way to make the clustering task
harder than the Four type” dataset.

With the “Mixed Normal SD = 15”7, “Mixed Normal SD = 207,
and “Mixed Normal SD = 25” datasets, we aim to compare the
clustering performances when the pyramids are bimodal or are a
mixture of two normal distributions, and also have different degrees of
variations. The four groups are only differentiable by the means as
shown in Table 2.

To create a histogram P in each group, we implement the
following:

1.  Generate 1,000 observations from the specified distribution.

2. Truncate the values at above 100 and below 0.

3. Create a relative frequency histogram based on the

remaining observations using 20 intervals, each of size 5.

P;, the relative frequency for an interval i of the histogram P, for i
=1, ..., 20, are used as the input data for our K-medoid clustering
analysis.

Table 2: Underlying distributions for generating histogram data

Dataset Histogram data generation
“Four Group 1: Exponential, rate = 1/30
types” Group 2: Gamma, shape = 1.29 and rate = 0.061
Group 3: 0.5N(u =5, 0 =20) +0.5 N(u =40,0=20)
Group 4: 0.5N(u = 15, 0 = 20)+0.5 N(u =55, 0 =20)
“Normal Group 1: N(u =5, 0 = 15)
SD=15" | Group 2: N(u = 10, o = 15)
Group 3: N(u =15, 0 = 15)
Group 4: N(u = 20, o0 = 15)
“Normal Group 1: N(u =5, o = 20)
SD=20" | Group 2: N(u =10, g = 20)
Group 3: N(u = 15, o = 20)
Group 4: N(u = 20, o = 20)
“Normal Group 1: N(u =5, 0 = 25)
SD =25 | Group 2: N(u =10, 0 = 25)
Group 3: N(u =15, 0 = 25)
Group 4: N(u = 20, 0 = 25)
“Mixed Group 1: 0.5N(¢ = 10, o = 15)+0.5 N(u = 40, o = 15)
Normal Group 2: 0.5N(u = 15, ¢ = 15)+0.5 N(u = 45, o = 15)
SD=15" | Group 3:0.5N(u = 15, o = 15)+0.5 N(u = 50, o = 15)
Group 4: 0.5N(u = 20, g = 15)+0.5 N(u =50, 0 = 15)
“Mixed Group 1: 0.5N(u = 10, o = 20)+0.5 N(u = 40, ¢ = 20)
Normal Group 2: 0.5N(u = 15, = 20)+0.5 N(u = 45, 0 = 20)
SD=20" | Group 3: 0.5N(u = 15, 0 = 20)+0.5 N(u = 50, o = 20)
Group 4: 0.5N(u = 20, 0 =20)+0.5 N(u =50, ¢ = 20)
“Mixed Group 1: 0.5N(¢ = 10, 0 = 25)+0.5 N(u =40, 0 = 25)
Normal Group 2: 0.5N(u = 15, ¢ = 25)+0.5 N(u = 45, g = 25)
SD =25~ Group 3: 0.5N(u = 15, ¢ = 25)+0.5 N(u = 50, o = 25)
Group 4: 0.5N(u = 20, o = 25)+0.5 N(u = 50, o = 25)

2.2 Evaluation

Since within each dataset, we know the “correct” group to which
the histograms generated belonged, after performing K-medoid
clustering on each dataset, using each of the ten histogram distance
measures, fixing K = 4, we create a confusion matrix from the clustering
results and the “true” group information. We use the “correct”
classification rate to compare the clustering performances of the ten
histogram distance measures. This correct classification rate is defined
as the ratio between sum of the diagonal values in the confusion matrix
to the sample size (or 400) as explained in Table 3. We then repeat these
steps 40 times for each dataset.

Code 01

Table 3: Example of confusion matrix. Correct Prediction Rate is
computed as (A+B+C+D)/400.

True group
112 ]|3] 4
Cluster | 1 A
Results | 2 B
3 C
4 D
3 RESULTS

The results, shown in Figures 3 to 9, display the mean prediction
rate, with a 95% confidence interval, for each of the ten distance
measures on each of the datasets, from which we discuss the effects of
types of data and sizes of standard deviation on the histogram distance
measures’ clustering performances.

Figure 3 shows the mean prediction rates on the “Four types”
dataset for each of the ten histogram distance measures. In general,
almost all distance measures give nearly perfect clustering as the four
groups are quite easily distinguishable. The worst two measures are
Kullback-Leiber and Intersection.

datanype: Four Typas

Mean predRate
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Figure 3: The mean prediction rates for “Four types” dataset

Figures 4 to 6 show the mean prediction rates on the “Normal”
datasets. In general, Euclidean, Gower, Hellinger, Jaccard, Kumar-
Johnson, and Wasserstein give better clustering performances than the
rest. Moreover, as the standard deviations increase from 15, to 20, to 25,
all measures’ performances decrease noticeably. At the highest standard
deviation of 25, Wasserstein measure emerges as the winner.

datatype: Nermal 50 - 15

Mean predRate
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Figure 4: The mean prediction rates for “Normal SD = 15” dataset
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datatype: Nermal S0 - 20
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Figure 5: The mean prediction rates for “Normal SD = 20” dataset
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Figure 6: The mean prediction rates for “Normal SD = 25” dataset

Figures 7 to 9 show the mean prediction rates on the “Mixed
Normal” datasets. In general, Euclidean, Gower, Hellinger, Jaccard,
and Kumar-Johnson give better clustering performances overall.
Moreover, as the standard deviations increase from 15, to 20, to 25, all
measures’ performances drop noticeably. At the highest standard
deviation of 25, all measures perform poorly at below 60% accuracy,
with Hellinger distance appearing to perform better than others.
Divergence, intersection, and Kullback-Leibier tend to perform poorly
across all mixed data type.
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Figure 7: The mean prediction rates for “Mixed Normal SD = 15”
dataset
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Figure 8: The mean prediction rates for “Mixed Normal SD = 20”
dataset
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Figure 9: The mean prediction rates for “Mixed Normal SD = 25”
dataset

4 CONCLUSIONS

In this paper, we compare ten histogram distance measures for
the purpose of clustering population pyramids, through a simulation
study, where K-medoid algorithm is used as the clustering tool. The
results show that there is no single “best” distance measure that
outperforms other across all data types. In general, the higher the
variation, the harder the clustering becomes. For the unimodal pyramids
with high variances, cross-bin types of measures might be a better
choice. On the other hand, for the bimodal pyramids, bin to bin type of
measures, such as Euclidean, Hellinger, and Jaccard generally perform
better than the rest. In conclusion, when one wants to conduct cluster
analysis on histogram data, the shapes and the variations of such
histograms should be investigated first so that an appropriate distance
measures can be selected for the analysis, accordingly.
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ABSTRACT

In the presence of competing events in a time-to-event analysis, a competing risk analysis has been suggested as an alternative method due to treating
competing events as censored in standard survival analysis methods such as Kaplan-Meier (KM) and Cox regression, which could overestimate the
true failure probability and lead to biased results. However, there has been some disagreement on the suitability of using competing risk analysis if
competing events are present. To examine the effect of accounting for competing events in a time-to-event analysis, we compared the cumulative
incidence of loss to follow-up (LTFU) between KM and the cumulative incidence function (CIF) to account for competing events (i.e. referral to
another hospital and death) and compared the strength of association of potential risk factors between univariable Cox regression and univariable
competing risk regression. For the analyses, we included characteristics at the initiation of antiretroviral therapy (ART) of 873 HIV-infected children
(aged <18 years) who enrolled in the Prevention and Treatment of HIV Infection and Virus-associated Cancers in a South East Asia cohort study in
Thailand and received ART between January 1999 and December 2014. At the median of the follow-up (8.6 years, interquartile range: 4.5-10.6), the
estimated cumulative incidence of LTFU using KM was 20.3%, which was higher than the 16.7% estimated using CIF. Indeed, KM overestimated the
cumulative incidence of LTFU at any point in the follow-up period. The factors which were significantly associated in the Cox regression lost about
8-30% of their association on the risk of LTFU when accounting for referral to another hospital and death as competing events in the analysis. The
findings of this study point toward CIF and competing risk regression as the appropriate statistical methods to deal with competing events in a time-
to-event analysis.

Keywords: competing risk analysis; survival analysis; HIV; loss to follow-up

1 INTRODUCTION event analysis, our aim was to compare the cumulative incidence and

A time-to-event analysis is commonly applied in medical
research, especially in cohort studies, to follow up on the occurrence of
the event of interest in each participant. The observations might have
been terminated prior to the occurrence of the event of interest with the
termination during follow-up being due to several reasons such as loss
to follow-up (LTFU), withdrawal from the study, or death. The
occurrence of other outcomes, named competing events, may preclude
the occurrence of the event of interest. In standard survival analysis
methods such as Kaplan-Meier (KM) and Cox regression, events other
than the one of interest are ignored and are subsequently defined as
being censored. Since the failure rate in a standard survival analysis is
defined as the number of occurrences of the event of interest divided by
the total exposure time and precludes the occurrences of competing
events as censoring, this approach could overestimate the true failure
rate because of the denominator being too small, which it can lead to
biased results (Holme et al., 2013). In the presence of competing events,
the cumulative incidence function (CIF) (Coviello & Boggess, 2004;
Gooley et al., 1999; Moraes et al., 2012) and competing risks regression
(Bakoyannis & Touloumi, 2012; Fine & Gray, 1999; Grover et al.,
2014; Holme et al., 2013; Noordzij et al., 2013; Wolkewitz et al., 2014)
have been specifically designed to handle data with competing events
and have been suggested as an alternative approach to estimate and
identify any associated factors on the risk of outcomes.

In a study of the risk factors of LTFU in HIV-infected children
on antiretroviral therapy (ART), we were interested in using CIF and
competing risk regression in the analyses because referral to another
hospital and death are competing events for LTFU. However, there has
been some disagreement on the suitability of using a competing risk
analysis if the competing events are presented. In a previous study
comparing the results of Cox regression and Fine and Gray competing
risk regression, the authors stated that the Cox regression was better
than Fine and Gray competing risk regression because different types of
events of interest could result to different patterns of competing events,
which makes it difficult in practice to take competing events into
account in the analysis (Ranstam & Robertsson, 2017). Therefore, to
examine the effect of accounting for competing events in a time-to-

strength of association on the risk of LTFU between a standard survival
analysis and a competing risk analysis using data on HIV-infected
children who received ART in a cohort study in Thailand.

2 METHODS

2.1  Study Population

HIV-infected children (aged <18 years) who enrolled in the
Prevention and Treatment of HIV Infection and Virus-associated
Cancers in a South East Asia (PHPT) prospective multicenter cohort
study (ClinicalTrials.gov: NCT00433030) in Thailand and received
ART between 1 January 1999 and 31 December 2014 were included in
the analysis. After the ART initiation, children were followed up at 2
weeks, then 1, 3, and 6 months, and every 6 months thereafter. Children
who did not attend on regular visit were traced up with telephone calls
and home visits.

The caregivers of the participating children provided written
informed consent before entry into the cohort study. All data were
collected anonymously using patient identification numbers. The PHPT
cohort study protocol was approved by the ethics committees at the Thai
Ministry of Public Health and at the local hospitals.

2.2 Outcomes

LTFU, which was the primary outcome, was defined as the
failure to attend the HIV clinic for more than 9 months despite repeated
attempts to reach the child or caregiver via telephone calls or home
visits. For the children who LTFU and could be traced after, in case of
moving to live in other places and referring to get the treatment in other
hospitals were defined as referral to another hospital which accounting
as one of competing events in the competing risk analysis. Death was
considered as the children in the PHPT cohort who died from any cause
during follow-up.

2.3 Variables

Variables assessed for association with the risk of LTFU at ART
initiation were sex, age, country of birth, type of hospital at birth,
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relationship with the caregiver, height-for-age and weight-for-age using
the standard growth values of Thai children (Working Group on Using
Weight and Height References in Evaluating the Growth Status of Thai
Children, 2000), ART experience, the Centers for Disease Control and
Prevention HIV Classification, HIV-RNA load, CD4 percentage, and
anemia status using the World Health Organization (WHO) criteria
(World Health Organization, 2011). Missing values were imputed using
the nearest available data to ART initiation (within 1 year before or, if
missing, within 15 days after).

2.4  Statistical Analyses

Referral to another hospital and death from any cause were
considered censored in the survival analysis and as competing events of
LTFU in the competing risk analysis. In the survival analysis, the
cumulative incidence of LTFU was estimated using the KM method
whereas the cumulative incidence was estimated using CIF accounting
for the competing events in the competing risk analysis (Coviello &
Boggess, 2004).

The changes in strength of association of the potential risk factors
for LTFU were considered using the differences in hazard ratio (HR) in
a univariable Cox regression and the subhazard ratio (SHR) in a
univariable Fine and Gray competing risk regression (Fine & Gray,
1999).

We also compared the LTFU rate, competing events rate, and
overall risk ratios for each potential variable based on the calculations
of the rates as follows (Wolkewitz et al., 2014):

e LTFU rate = (number of children with LTFU) / (number of
children-years at risk)

e Competing events rate = (number of children with competing
events) / (number of children-years at risk)

e Overall risk = (LTFU rate) / (LTFU rate + competing events
rate)

All analyses were performed using Stata 12.0 (StataCorp LP).

3 RESULTS

3.1  Cumulative Incidence of LTFU

Of 873 children who included in the analyses, 196 (22%) were
LTFU, 195 (22%) had been referred to another hospital, and 73 (8%)
had died. The median follow-up duration was 8.6 years (interquartile
range: 4.5-10.6). At the median follow-up duration, the estimated
cumulative incidence of LTFU using KM was 20.3%, which was higher
than the 16.7% estimated using CIF. Hence, KM overestimated the
cumulative incidence of LTFU at any point in the follow-up period
(Table 1 and Figure 1).

Table 1: Cumulative incidence of LTFU after 10 years of ART initiation

KM CIF

Year Cumul(agé\g/i icn::)idence Cumul(esl)té\g/e0 i(r;lc)idence
1 0.030  (0.020-0.044) 0.029  (0.019-0.413)
2 0.046  (0.034-0.063) 0.044  (0.031-0.059)
3 0.057  (0.043-0.075) 0.053  (0.039-0.691)
4 0.068  (0.052-0.087) 0.062  (0.047-0.080)
5 0.080  (0.063-0.102) 0.073  (0.057-0.091)
6 0.098  (0.079-0.121) 0.087  (0.070-0.107)
7 0.129  (0.106-0.155) 0.112  (0.092-0.134)
8 0.174  (0.148-0.205) 0.146  (0.123-0.171)

8.6% 0.203  (0.174-0.235) 0.167  (0.143-0.193)
9 0.222  (0.191-0.256) 0.181  (0.155-0.208)
10 0.280  (0.245-0.318) 0.222  (0.193-0.252)

Abbreviations: KM = Kaplan-Meier; CIF = Cumulative incidence
function; CI = Confidence intervals
 Median of follow-up
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3.2 Strength of Association on the Risk of LTFU

The strength of association of potential risk factors significantly
associated with the risk of LTFU in the Cox regression being lower in
the competing risk regression but higher when not associated (except for
CD4 percentage). The factors significantly associated in the Cox
regression (age at ART initiation >7 years, country of birth other than
Thailand, born in a district hospital, living with relatives, and initiation
of ART at or after enrollment) lost 8.0-29.6% of their association on the
risk of LTFU after accounting for referral to other hospitals and death as
competing events in the analysis (Table 2).

Median follow-up time = 8.6 years

Cumulative incidence

3 4 6 7
Time since ART initiation (years)
Figure 1: Cumulative incidence of LTFU after 10 years of ART initiation

3.3 LTFU Rate, Competing Events Rate, and Overall Risk Ratios

The LTFU rate ratio was high (rate ratio >1.50) among children
aged > 7 years at ART initiation, born in a country other than Thailand,
lived with relatives, and initiated ART at or after enrollment in the
cohort study, while the competing events rate ratio was high (rate ratio
>1.50) for the same factors other than age >7 years at ART initiation.
When referral and death were accounted in the calculation, the overall
risk ratio was lower than the LTFU rate ratio, notably for children born
in a country other than Thailand and who lived with relatives
(difference >0.50) (Table 3).

4 DISCUSSIONS

At any point in time during the follow-up period, the estimates of
cumulative incidence using KM were overestimated compared to CIF.
The cumulative incidence of these methods was close at the beginning
of follow-up and then the distance between them increased slightly after
6 years. Since a number of competing events occurred in the first 6
years of follow-up (162 (60%) of 268 children who had competing
events in all follow-up periods), it might have affected the estimates of
KM to make them similar to those of CIF. This is consistent with
Moraes et al. who suggested using CIF instead of KM to avoid the
overestimation (Moraes et al., 2012). Gooley et al. suggested that the
comparison of cumulative incidences is not enough to clarify the effect
of competing events (Gooley et al., 1999), rather it should be evaluated
on the covariate’s effect on the risk of the event of interest and the
competing events.

Age >7 years at ART initiation, country of birth other than
Thailand, born in a district hospital, living with relatives, and initiation
of ART at or after enrollment in the cohort study were associated with
the risk of LTFU in the univariable Cox regression. Meanwhile, the
strength of association of these factors was decreased when the
competing events were accounted in the Fine and Gray competing risk
regression, especially for children born in a country other than Thailand,
lived with relatives, and initiated ART at or after enrollment in the
cohort study. The comparison in our study is in agreement with the one
in Holme et al. who found that the strength of association in the
competing risk regression could both decrease and increase compared to
the Cox regression (Holme et al., 2013).

When we considered the association between the LTFU rate,
competing events rate, and overall risk ratios; the factors with a high
competing events rate: born in a country other than Thailand, living
with relatives, and initiating ART at or after enroliment in the cohort
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Table 2: Comparison of association of potential risk factors of LTFU between univariable Cox regression and univariable competing risk regression

Cox regression ? Competing risk regression *° Changes in
Characteristics at ART initiation strength of
n/N HR  (95%Cl) p SHR  (95% Cl) P association ©
Female 111/471 114 (0.87-1.52) 0.334 117 (0.84-1.48) 0.439 2.6%
Age >7 years 114/405 1.88 (1.41-2.51) <0.001 1.73 (1.30-2.30)  <0.001 -8.0%
Country of birth other than Thailand 5/16 3.04 (1.25-7.43) 0.015 214 (0.93-4.92) 0.074 -29.6%
Born in a district hospital 64/252 144 (1.01-2.08) 0.046 1.30 (0.90-1.86) 0.159 -9.7%
Living with relatives (versus orphanage) 159/665  2.39 (1.17-4.86) 0.016 2.08 (1.03-4.21) 0.042 -13.0%
Height-for-age Z-scores >-2 SD * 75/298 1.03  (0.74-143)  0.861 1.09  (0.79-151) 0576 5.8%
Weight-for-age Z-scores >-2 SD* 126/503 1.05  (0.66-1.69)  0.836 130  (0.81-2.07) 0.278 23.8%
ART initiation at or after enroliment to cohort ~ 141/613  1.56 (1.14-2.15) 0.006 1.26 (0.92-1.71) 0.144 -19.2%
CD4 <10% 85/364 1.11  (0.80-1.55) 0.529 1.05  (0.76-1.46)  0.751 -5.4%
HIV RNA load <100,000 copies/mL 51/199 1.08  (0.75-1.55) 0.685 113 (0.79-1.62)  0.500 4.6%
CDC HIV classification (class N or A) 93/350 117  (0.88-1.57) 0.274 1.23 (0.92-1.63) 0.162 5.1%
Mild or no anemia (WHO criteria) © 76/303 116  (0.83-1.61) 0.390 122  (0.88-1.70)  0.240 5.2%

Abbreviations: ART = Antiretroviral treatment; n = Number of children who were LTFU in the category; N = Number of children in the category;
HR = Hazard ratio; SHR = Subhazard ratio; Cl = Confidence intervals; SD = Standard deviation; CDC = Centers for Disease Control and Prevention;
WHO = World Health Organization

# Missing baseline values were imputed using the nearest available data within 1 year before or within 15 days after ART initiation.
® Competing events: referral to another hospital, death

¢ The differences between the HR in Cox regression and the SHR in competing risk regression

¢ According to Thai weight and height reference values for children

¢ Anemia classification is based on hemoglobin level, sex, and age following the WHO criteria.

Table 3: LTFU rate, competing events rate, and overall risk ratios for potential risk factors of LTFU

LTFU rate Competing events rate ®

Characteristics at ART initiation ) ] ricg\léerglil)
Exposed Unexposed Rate ratio Exposed Unexposed Rate ratio
Female 0.031 0.027 1.148 0.041 0.038 1.079 1.037
Age >7 years 0.038 0.022 1.727 0.040 0.039 1.026 1.351
Country of birth other than Thailand 0.076 0.030 2533 0.061 0.039 1.564 1.276
Born in a district hospital 0.036 0.026 1.385 0.046 0.037 1.243 1.064
Living with relatives (versus orphanage) 0.032 0.014 2.286 0.041 0.020 2.050 1.065
Height-for-age Z-scores >-2 SD ° 0.036 0.034 1.059 0.042 0.050 0.840 1.140
Weight-for-age Z-scores >-2 SD° 0.035 0.034 1.029 0.041 0.073 0.562 1.449
ART initiation at or after enroliment to cohort 0.033 0.022 1.500 0.048 0.027 1.778 0.907
CD4 <10% 0.033 0.030 1.100 0.049 0.043 1.140 0.979
HIV RNA load <100,000 copies/mL 0.035 0.033 1.061 0.044 0.050 0.880 1.114
CDC HIV classification (class N or A) 0.035 0.030 1.167 0.037 0.045 0.822 1.215
Mild or no anemia (WHO criteria) 0.035 0.031 1.129 0.042 0.049 0.857 1.173

Abbreviations: ART = Antiretroviral treatment; LTFU = Loss to follow-up; SD = Standard deviation; CDC = Centers for Disease Control and
Prevention; WHO = World Health Organization

 Competing events: referral to another hospital, death
® According to Thai weight and height reference values for children
¢ Anemia classification is based on hemoglobin level, sex, and age following the WHO criteria.

8



INTERNATIONAL CONFERENCE ON APPLIED STATISTICS (ICAS) 2018, 24-26 October 2018

study were notably decreased in the overall risk ratio. This is consistent
with the results of the comparison of strength of association that showed
decreases of up to 29.6%. However, even though the competing event
rates of some variables such as age and location of hospital at birth were
not very high, they were still affected by a slight decrease in the strength
of association. The association, level, and direction of differences varied
depending on the covariate effects on both the event of interest and
competing events. Dignam et al. illustrated the modeling approaches
with and without accounting for competing events and found that the
effects of covariate could be different depending on their relationship to
events. Even if the covariate effects were shared between event of
interest and competing events, both approaches might be informative.
Thus, the choice of approaches depends on questions of interest
(Dignam et al., 2012).

The aim of this study was only to examine the effect of
accounting for competing events in a time-to-event analysis; we
analyzed this using only the characteristics of HIV-infected children at
ART initiation. To identify the risk factors of LTFU with an optimal
model, we need to include more information such as time-dependent
variables that will be recorded with the follow-up data during the study
or use a multivariable analysis to adjust the effect of the covariate.

5 CONCLUSIONS

The findings of this study point toward CIF and competing risk
regression as the appropriate statistical methods to deal with competing
events in a time-to-event analysis. However, the choice of analysis
approaches depends on the covariate effects to events and the questions
of interest.
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ABSTRACT

Pneumonia is a global significant issue which remains one of the major causes of mortality. This study aims to investigate medical cost of pneumonia
among 2,082 patients in Satun province. The outcome variable is medical cost of pneumonia and determinants are demographic and medical factors.
Multiple linear regression (MLR) and neural network (nnet) were used. The higher medical cost was associated older age. The cost was higher in year
2013. Having cancer, chronic renal failure and sepsis as co-morbidity was also associated with higher cost. Using antibiotic and ventilator treatment
was associated with higher cost. Hospital acquired pneumonia had higher medical cost than average. According to methods used, the nnet had higher
performance prediction than MLR with the original data, but lower performance prediction than MLR with training and testing data sets.

Keywords: pneumonia; medical cost; neural network

1. INTRODUCTION

Pneumonia is a global significant issue which remains one of the
major causes of mortality among patient in South East Asia. In 2010, it
was estimated that there were 2,675 per million and 9.6% of mortality in
Thailand. The elderlies and adults with co-morbidity conditions are also
at increased risk of pneumonia. These include people who get diabetes
mellitus, ischemic heart disease, chronic heart failure, chronic renal
failure, cancer, human immunodeficiency virus, sepsis and those who
have stayed for long term at hospital care and ventilator treatment. The
classification of pneumonia may be classified by based on the location
of prior exposure and pathogen which can be categorized as community
acquired pneumonia and hospital acquired pneumonia. Pneumonia
studies have compared the cost of treatment between pneumonia and
a lot of research that conducted in linear regression method and
explored the cost of CAP, HAP and co-morbidity of pneumonia by
using hospital information system data.

An unprecedented health organization policy worldwide effort is
now to hoost the adoption of electronic medical records and stimulate
innovations in health information. Health information technology has
the potential to improve the health innovation and the performance of
health care quality and cost savings. Despite the evidences of these
benefits on big data, the innovation of health information is less than
business studies or other studies. Specifically, establishing the machine
learning study and big data of health emphasized on the importance of
identifying and testing the innovative and implement models. There are
many studies still use in the statistical standard in the big data project.

Machine learning applied to electronic medical records can analyze
actionable insights from improving data classification, to predict the
cost of treatment. Machine learning models that leverage the variety and
richness of health data are still relatively rare and offer an exciting
avenue for further research. While Narendra and Parthasarathyhad
(1990) described a memory-based network that provided the estimates
of continuous variables with identification and control of dynamic
systems using neural networks, there were reported about linear models,
which included multi-layer neural networks as well as linear dynamics.
It could be viewed as generalized neural networks. In this study, we
have presented an overview of comparison between linear regression
and neural network. These two methods have been applied in cost
prediction. We describe the performance challenges of using machine
learning in research and comparison practice. Lastly, we offer our
perspective on future application areas for machine learning that will
significantly impact health data and big data.

2. METHODS

Data source: A cross-sectional analytical study was conducted by
using administrative databases obtained from Satun hospital, Thailand,
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during 2010 and 2014. These data were included demographic
characteristics, medical history and cost of treatment in 2,082 cases.

Patient selection: Adult pneumonia patients who have at least one
claim with the primary diagnosis code of pneumonia (J12-J18) and age
more than 4 years old. Determinant comprises age, gender, diabetes
mellitus (DM), ischemic heart disease (IHD), chronic heart failure
(CHF), chronic renal failure (CRF), stroke, asthma, human
immunodeficiency virus (HIV), cancer, sepsis, ventilator, antibiotic and
the type of pneumonia (community acquired pneumonia (CAP), hospital
acquired pneumonia (HAP) and unspecified pneumonia (unspec)).

Statistical methods: We used linear regression to model medical
cost and its determinants and compared with neural network.

3. RESULTS

This study found that adult pneumonia were 2,082 patients with
average age 58.4 years old (standard deviation= 23.2) and male 53.7
percent. Community acquired pneumonia 25.7 percent, hospital
acquired pneumonia 2.9 percent and unspecified acquired pneumonia
71.4 percent, treatment with antibiotic 98.2 percent, ventilator treatment
34.2 percent and co-morbidity including diabetes mellitus 16.2 percent,
ischemic heart disease 9.8 percent, chronic heart failure 10.8 percent,
chronic renal failure 7.7 percent, asthma 5.4 percent, cancer 5.1 percent,
human immune virus 6.0 percent, Stroke 0.4 percent and sepsis 7.3
percent.

Figure 1 showed factors associated with medical cost of pneumonia
were age group, year, co-morbidity including cancer, chronic renal
failure, sepsis, as well as antibiotic, ventilator treatment, and pneumonia
type. The cost increased with age. During the five-year period, medical
cost had increased for year 2013. The cost was higher than average for
patients having cancer, chronic renal failure, and sepsis as comorbidity.
Using antibiotic and ventilator treat were also associated with higher
cost. Hospital pneumonia type is also associated with higher cost.

Figure 2 showed plot of fitted and observed values from linear
regression and neural network using original data. The R? for linear
regression was 47.7 percent while for the neural network was 71.4
percent.

Figure 3 showed plot of fitted and observed values using testing
and training data. The data were splitted into 50:50 ratios for training
and testing data sets. The models were fitted to the training 1,401
records using linear regression and neural network. Then the models
were fitted to the testing data for 1,401 records. The performance of the
model using testing data set was shown in Figure 3. The linear
regression showed the difference with training model at 48.9 percent
and testing at 47.3 percent while the neural network model was
decreased the performance from training model 83.2 percent to testing
model 21.4 percent.
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4. DISCUSSIONS

The first finding in this study was the factors associated of medical
cost on the occurrence of adult pneumonia. These found that hospital
acquired pneumonia had maximal influence to medical cost in MLR
model. Hospital acquired pneumonia still was the main problem in
hospital which increased medical cost among ventilator treatment.
Elderlies were the risk factors for increasing the medical care.

This study showed chronic renal failure which was significant with
medical cost among pneumonia patient. Taiwan national Insurance
studied the report chronic renal failure which could be increased risk
2.17-fold higher for inpatient pneumonia compared and these had not
only an increased risk of pneumonia but also an increased severity of
pneumonia.

Cancer disease among pneumonia patient was the major medical
cost issue with long term care and antibiotic therapy because survival
study about the associated parts between pneumonia and lung cancer
found that lung cancer patients were died with pneumonia and all the
lung cancer patients with a diagnosed infection were subjected to the
antibiotic therapy.

Many reports suggested that inappropriate initial antibiotic therapy
of microbiologically confirmed that hospital acquired pneumonia was
associated with mortality. Attributed to antibiotic-resistant bacteria, this
can increase medical cost which will be the patient experience with
adverse events from health care service in hospital. Therefore, we
should reduce the adverse events in health care system and their
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consequences which are needed the health workers on the best common
competency and the equipment suitability. HAP continues to be a
commonly encountered challenge among pneumonia patient and carries
significant burdens of morbidity, antibiotic utilization and medical cost.
Health development on prevention strategies directed towards the
pathophysiological mechanisms of HAP can be shown the success of
their health care.

We have presented an overview of comparison of neural network
methods which has been applied in medical cost prediction. It found that
it depended on data number and data complex. Traditional statistical
analysis methods have lower performance than machine learning on big
data. However, these still are (dependable) than machine learning when
we analyze on the small data. American Medical Association journal
published about the inevitable application of big data with health care. It
found that the transition of data from small data to big data was
important in the research. Innovations in analytic techniques on the
computer sciences, especially in machine learning, had been a major
catalyst for dealing with these complex data sets. These analytic
techniques are in contrast with traditional statistical methods which
derived from the social and physical sciences. These are not useful for
analysis of unstructured data, such as text-based documents because
these do not fit into relational tables.

Cost (Baht) 2082 Patients with Pneumonia in Satun Hospital
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Figure 1 Linear regression model using original data
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Figure 2 Plot of observed and fitted values using original data
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ACKNOWLEDGEMENTS

The authors would like to gratefully thank director of Satun hospital, my
advisor and Mr. Wiroj Yommuang, the director of the department of
Health Services Development in Satun hospital for their valuable
suggestions and support. This study is the data supported by the
department of Medical Informatics of Satun hospital.

REFERENCES

Bates, D. W., Saria, S., Ohno-Machado, L., Shah, A., & Escobar, G.
2014. Big data in health care: using analytics to identify and
manage high-risk and high-cost patients. Health Affairs, 33(7),
1123-1131.

Boonsawat, W., Boonma, P., Tangdajahiran, T., Paupermpoonsiri, S.,
Wongpratoom, W., & Romphryk, A. (1990).Community-acquired
pneumonia in adults at Srinagarind Hospital. Journal of the
Medical Association of Thailand, 73(6), 345-352.

Buntin, M. B., Burke, M. F., Hoaglin, M. C., & Blumenthal, D. 2011.
The benefits of health information technology: a review of the
recent literature shows predominantly positive results. Health
affairs, 30(3), 464-471.

Callahan, A., & Shah, N. H. 2018.Machine Learning in Health care.
In Key Advances in Clinical Informatics pp. 279-291.

Cho, S. H., Ketefian, S., Barkauskas, V. H., & Smith, D. G. (2003). The
effects of nurse staffing on adverse events, morbidity, mortality,
and medical costs. Nursing research, 52(2), 71-79.

Chou, C. Y., Wang, S. M., Liang, C. C., Chang, C. T., Liu, J. H., Wang,
I. K., & Wang, R. Y. (2014). Risk of pneumonia among patients
with chronic kidney disease in outpatient and inpatient settings: a
nationwide population-based study. Medicine, 93(27).

Fry, A. M., Lu, X., Chittaganpitch, M., Peret, T., Fischer, J., Dowell, S.
F., & Olsen, S. J. (2007). Human bocavirus: a novel parvovirus
epidemiologically  associated ~ with ~ pneumonia  requiring
hospitalization in  Thailand. The Journal of infectious
diseases, 195(7), 1038-1045.

Jain, S., Self, W. H., Wunderink, R. G., Fakhran, S., Balk, R., Bramley,
A. M., & Chappell, J. D. (2015). Community-acquired pneumonia
requiring hospitalization among US adults. New England Journal
of Medicine, 373(5), 415-427.

Lacher, R. C., Coats, P. K., Sharma, S. C., & Fant, L. F. 1995.A neural
network for classifying the financial health of a firm. European
Journal of Operational Research, 85(1), 53-65.

12

Murdoch, T. B., & Detsky, A. S. 2013.The inevitable application of big
data to health care. Jama, 309(13), 1351-1352.

Narendra, K. S., & Parthasarathy, K. (1990).Identification and control
of dynamical systems using neural networks. IEEE Transactions
on neural networks, 1(1), 4-27.

Olsen, S. J., Thamthitiwat, S., Chantra, S., Chittaganpitch, M., Fry, A.
M., Simmerman, J. M., & Talkington, D. 2010. Incidence of
respiratory pathogens in persons hospitalized with pneumonia in
two provinces in Thailand. Epidemiology & Infection, 138(12),
1811-1822.

Pelletier, A. J., Mansbach, J. M., & Camargo, C. A. (2006).Direct
medical costs of bronchiolitis hospitalizations in the United
States. Pediatrics, 118(6), 2418-2423.

Raghupathi, W., & Raghupathi, V. 2014. Big data analytics in
healthcare: promise and potential. Health information science and
systems, 2(1), 3.

Recknagel, F., French, M., Harkonen, P., & Yabunaka, K. I. 1997.
Artificial neural network approach for modelling and prediction of
algal blooms. Ecological Modelling, 96(1-3), 11-28.

Song, J. H., Thamlikitkul, V., & Hsueh, P. R. (2011).Clinical and
economic burden of community-acquired pneumonia amongst
adults in the Asia-Pacific region. International journal of
antimicrobial agents, 38(2), 108-117.

Specht, D. F. (1991). A general regression neural network. IEEE
transactions on neural networks, 2(6), 568-576.

Zieba, M., Baranowska, A., Krawczyk, M., Noweta, K., Grzelewska-
Rzymowska, I., & Kwiatkowska, S. (2003). Pneumonia as a cause
of death in patients with lung cancer. Radiology and
Oncology, 37(3).



INTERNATIONAL CONFERENCE ON APPLIED STATISTICS (ICAS) 2018, 24-26 October 2018
Code 004

An Assessment of Knowledge on Biostatistics among the Postgraduate Students
of a Medical College in Northeast India

RajkumariSanatombi Devi"

Department of Community Medicine
Sikkim Manipal Institute of Medical Sciences,
5th Mile, Tadong, Gangtok, Sikkim, India
*Corresponding Email: rajkumari.sd@gmail.com

ABSTRACT

The objective of this study was to assess level of knowledge in understanding the basic concepts of descriptive and inferential Biostatistics among the
Postgraduate (PG) students of Sikkim Manipal Institute of Medical Sciences, Gangtok, Sikkim, India. The study was a cross sectional survey study.
All the Postgraduate (MD/MS/DNB) students enrolled in the first, second and third years during the academic session April 2013 to April 2017 were
the study population. A questionnaire developed by the researcher was used for collecting the data. The questionnaire consisted of 47 items, including
38 knowledge based questions on Biostatistics. The reliability of the tool was done by Cronbach’s alpha test. Statistical analysis consisted of
frequency distribution for correct responses of each items converted into percentage were used to assess knowledge on Biostatistics. Out of 73
students enrolled, 66 participated in the study. Data was analyzed for 64 students as 2 students were excluded in the study. The response rate was
88%. The number of male and females were the same in the study. The average age of the students was 30 old. Majority of the students were from
Clinical department (64.1%) and 43.8% of the students were from 1st year of their three year academic course. More than half of the students had
previous training on Biostatistics/ research and had attended conference. The percentage of overall mean correct answer was 45.72 with a standard
deviation of 11.81% (range 14.81 to 70.37%). More than 50% of the students answered the questions correctly in 9 questions out of 27 questions. The
average number of correct answer responded by the students was 12. It was observed that more than half of the respondents were not able to answer
the questions correctly that was designed to measure their knowledge on Biostatistics. Their lack of knowledge on Biostatistics can be improved by
encouraging them to attend short term training on Biostatistics and motivating them to be involved in research activities.

Keywords: Biostatistics; Knowledge; Questionnaire; Northeast India

1 INTRODUCTION 2 METHODS

In the Edinburg Declaration of World Conference on Medial The study was conducted among the 1st, 2nd, and 3rd year PG
Education held in the year 1998, it was made clear that the mandate of (MD/MS/DNB) students of Sikkim Manipal Institute of Medical
medical education should be to produce professionals who are capable sciences. Students enrolled during 2013 to 2017 were included in the
of the undertaking needs of the community (The Edinburg Declaration, study. A self administered questionnaire consisting of 47 items
1998). including 38 questions measuring knowledge on Biostatistics developed

Higher levels of statistical methods are being used in by the researcher was used for data collection. Most of the questions
contemporary medical literature, but basic concepts, frequently were based on the topics of undergraduate level that are followed in
occurring tests, and interpretation of results are not well understood by most of the medical colleges in India. The content validity was done

resident physicians. If physicians cannot detect appropriate statistical with the help of subject experts as well as from literature searched from
analyses and accurately understand their results, the risk of incorrect internet similar to the objective of the present study. The researcher also
interpretation may lead to erroneous applications of clinical research checked the pattern of previous questions asked in All India PG
(Windish et al., 2007). entrance test from the Preventive and Social Medicine where

It should be to be noted that anyone who is involved in medical Biostatistics is a part of this subject. After obtaining the requisite

research should always keep in mind that science is a search for the permission from the institution Ethics committee, the researcher
truth and that, in searching for the truth, there is no room for bias or distributed the questionnaire to the PG students while they were
inaccuracy in statistical analysis and interpretation of data (Peat & attending the research methodology classes conducted by the
Michael, 2005). Any errors in statistical analysis will mean that the department of Community Medicine, SMIMS. Those absentees were
conclusions of the study may be incorrect (Altman, G. D. 1991). As per also tried to contact at their respective departments and questionnaires
the Medical Council of India (MCI) requirements, postgraduate students were distributed to them. The fill up form was collected directly from
have to carry out a dissertation project as a part of their Doctor of them by the researcher. Thirty minutes was given to fill up the form.
Medicine/ Master of Surgery (MD/MS) curriculum. Above that MCI Verbal consent was taken in collecting the data from the head of

also made it mandatory to not only attend one international /national department and students after providing the purpose of the study.
conference, but also give an oral/poster presentation and send the article Anonymity of the respondents was not fully maintained as decision to
for publication (Giri et al., 2014). write their name was given to the respondents. The reliability of the tool

Although Biostatistics is taught into several teaching-learning was done by calculating Cronbach’s alpha test. The value of test was
activities at undergraduate (MBBS) level, there is no recommendation 0.597 indicating moderate reliability. The questionnaire consisted of
for structured lessons in many Medical Institutes in India. At two parts. The first part contained the demographic information like age
undergraduate level, this subject is taught as a part of the Community and sex and current year of their academic course, previous exposure to
Medicine and the convention is to allocate 15/20 didactic lectures Biostatistics/research training, publication of paper in journal.
(spread across first year of the professional course) and 10/20 practical Information on their attendance and paper presentation in the
sessions in third semester of the second year to this subject. The purpose conference was also included in the questionnaire. The second part of
of this scientific study is to provide baseline knowledge about the questionnaire consisted of questions about knowledge on
Biostatistics of medical postgraduate students of Sikkim Manipal Biostatistics. There were 38 multiple choice questions (MCQs) having
Institutes of Medical Sciences, Sikkim Manipal University, India. one correct answer and three false choices. Students marking the correct

answer were given a score of 1 and the ones giving wrong answer were

given a score of 0. Non-response items were counted as incorrect

responses. Questions contained in the tool were type of variable, scale

of measurement, source of data, concept, formula and computation of

measure of central tendency. Two questions each on measure of
14
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dispersion, identification and interpretation of correlation analysis were
also included in the questionnaire. Question on inferential Biostatistics
viz. statement of null hypothesis, interpretation of type I-error and p
value, application of Chi-square , and t-test, and interpretation of Chi-
square test based on calculated test value compared with table value
were included in the questionnaire. The total items on descriptive and
inferential Biostatistics were 19 each. In the present analysis results, 11
questions on Sampling were not included. Therefore, the total number
of items in this study was 27.The assessment of knowledge on
Biostatistics was performed by determining the frequencies of correct
responses to each items of the questionnaire. The interpretation of the
results was done in the form of percentage and proportion. Data were
entered in Microsoft Excel 2007 and was analysed using SPSS version
16.

3 RESULTS

Out of total 73 students enrolled, 66 students had participated in
this study. However, data was analyzed for 64 students as 2 students
were excluded in the study because of the incompleteness in their
responses. The response rate was 88%. As shown in Table 1, the
number of male and females are the same in the study. The average age
of the PG students was found to be 30 years (range 25 to 41) with a
standard deviation of 4 year. The maximum number of respondents
were in the age grouped of 29 to 32 (35.9%) followed by 25 to 28 old
(34.4%). Majority of the students were from Clinical department
(64.1%) followed by Para-clinical students (25.0%). Pre-clinical
students constituted 10.9% of the study population. Table 1 also
revealed that 43.8% of the students were from 1st year of their three
year academic course followed by 3rd year students 31.8%. More than
half of them (59.4%) had taken training course in Biostatistics/research
and 40.6% had not taken training course in Biostatistics/research. Out
of 64 medical PG students, 70.3% had attended and at least one paper
(18.8%) was presented in the conference. Only one student had
published more than 3 papers (1.6%) in the journal. Majority of them
had not published any paper in the journal (87.5%).

The percentage of overall mean correct answer for 27 items was
45.72 with standard deviation of 11.81% (range 14.81 to 70.37%).More
than 50% of the students answered the questions correctly in 9 questions
out of 27 questions. The average number of correct answer respondents
by the students was 12 in the study. Table 2 depicted the distribution of
the number of students with correct answer of descriptive Biostatistics.
There were 19 questions in this category. More than 50% students gave
the answer correctly in 7 questions (ranging 53.1 to 81.1%) out of total
19 questions in descriptive Biostatistics. The maximum percentage on
correct answer was on measure of dispersion (81.2%). Out of 64
students, 52 (81.1%) students were able to identify that standard
deviation is a measure of variation. The minimum scored on correct
answer was on the application of scatter diagram (12.5%) that was
followed by the application of sub-divided bar diagram by illustrating in
a data (17.2%).

Table 1: Characteristics of the study population

Characteristics Frequency Percent

Gender

Male 32 50
Female 32 50
Age (years)

25-28 22 34.4
29-32 23 35.9
33-36 15 234
37-41 4 6.2
Specialization

Clinical 41 64.1
Para-clinical 16 25
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Characteristics Frequency Percent
Pre-clinical 7 10.9
Academic year
1 28 438
2 16 25
3 20 31.8
Training on Biostatistics/ research attended
Yes 38 59.4
No 26 40.6
Conference attended
Yes 45 70.3
No 19 29.3
Paper presentation in conference
1 12 18.8
2 2 141
More than 3 4 6.2
Nil 4 60.9
Paper publication in journal
Nil 56 87.5
1 7 10.9
More than 3 1 1.6

Table 2 also revealed that out of 64 students, 13 (30.3%) students
can identified the method used in correlation analysis and 22 (34.4%)
understand that the range of correlation coefficient can’t exceed more
than 1. Forty two percent of the students understand the correct answer
in example of continuous quantitative variable while 37 (57.8%)
responded correctly in the ordinal scale of measurement. Forty two
percent of the students answered correctly in the question related to
source of data and 28 (43.8%) students understand the concept of
measure of central tendency.

Table 2: Number of students with correct answer on descriptive
biostatistics

Questions Descriptive
No. Statistics Frequency  Percent
Graphical
- 12.
6 representation of data 8 °
9 Graphical _ 1 172
representation of data
13 App!lcatlon of 12 18.8
median, mode
Identification of
17 method of correlation 13 20.3
analysis
1 App!lcatlon of 21 28
median, mode
Interpretation of
19 correlation 22 344
coefficient
Graphical
7 . 2 40.
representation of data 6 06
5 Source of data 27 422
1 Type of variable 27 422
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Questions Descriptive
No. Statistics Frequency  Percent
10 Concept of measure 28 438
of central tendency
4 Source of data 28 43.8
20 Formula of mean 29 453
14 App!lcatlon of 34 531
median, mode
’ Scale of 37 578
measurement
18 Example of 42 65.6
measuring variability
3 Type of variable 47 73.4
21 computation of 48 75
median
Graphical
8 representation of data 50 8.l
12 Concept of measure 52 812

of dispersion

Table 3 showed the correct response to each of the individual
questions on inferential Biostatistics among the 64 students. Out of 64
respondents, the maximum percentage scored (75%) of correct answer
was on statement of null hypothesis followed by interpretation of the
test result when P-value less than and equal to 0.05 (64.7%). The
minimum percentage scored on correct answer was in interpretation of
the test value of Chi-square test compared with the table of the test (14,
21.9%) followed by the interpretation of P = 0.05 (19, 29.7%). As
shown in Table 3, less than 50% of the PG students answered the
question correctly in areas related to the interpretation of P less than
0.001, Type —I error and application of Chi-square test and t- test. Out
of 8 questions related to inferential statistics more than 50 percent of the
students can answered correctly in two questions viz. statement of null
hypothesis and interpretation of test result when P-value is equal to
0.05.

Table 3: Number of students with correct answer on inferential
Biostatistics

Questions Inferential

no. Statistics Frequency  Percent

Interpretation of
; 14 21.

38 Chi-square test ?

. Interpretation of P- 19 29.7
value

36 Interpretation of P- 23 35.9
value

15 Application of Chi- 24 375
square test

16 Application of t-test 29 45.3

3 Interpretation of 30 46.9
Type - | error

35 Interpretation of P- 41 64.1
value

3 Statemen't of null 48 75.0
hypothesis

4 DISCUSSIONS

In the present study, the percentage of overall mean correct
answer was 47.5% with standard deviation of 11.54% (range 13.16 to
73.68%). Similar results were obtained in a study that the overall mean
(SD) biostatistics knowledge score was 47.3% (18.50%; range 0-90)
(Bookstaver et al., 2012).

In a cross- sectional study in the United States, it was found that the
percentage of overall mean correct answers was 51.3% (SD: 17.3%,
range, 22.2-88.9). The majority of the participants (66%) thought that
Biostatistics knowledge is important for evidence-based practice
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(Alonaizan, 2013). In the present study, the response rate was 88% and
the reliability of the tool was 0.597. A study conducted in Vadodara,
Gujarat, India revealed that the level of biostatistics knowledge was
moderate. The response rate of the study was 99.44% and the reliability
of the tool was found to be 0.65 (Wadhwa et al., 2015).

In the present study, the number of male and females were found to be
32 each and the average age of the students was 30 year. In a survey
study among pharmacy residents' knowledge of Biostatistics and the
research study design conducted by Bookstaver et al. (2012) revealed
that overall, respondents were predominantly female (74%) and younger
than 30 years (81%). A study conducted by Windish et al. (2007) also
revealed that sex was associated with a difference in scores. A study
conducted in the United States revealed that participants who were
younger than 30 years of age and those who had statistical education
during residency were more likely to have higher mean score
(Alonaizan, 2013). In the present study, more than half of them (59.4%)
had taken training course in biostatistics/research and 58% students had
correctly answered in the identification of continuous variable, 57.8 %
were able to understand ordinal data, 37.5% and 45.3% of the students
can identified the application of Chi-square and t-test respectively.

A study on medicine residents' understanding of the biostatistics
and results in the medical literature revealed that nearly one-third of
trainees indicated that they never received Biostatistics teaching at any
point in their career. Residents with prior biostatistics training scored
better than their counterparts. In their study 43.7% of students give the
correct answer in the identification of contentious variable, 41.5% in
ordinal data , 25.6% in Chi-square test, 58.1% in t-test, 58.8% and
50.2% can interpreted the meaning of p value and standard deviation
respectively. Twelve percent of the respondents can interpret the 95%
Cl and statistical significance (Windish et al., 2007). In another study
conducted at Pondicherry, south India revealed that students knowledge
were not satisfactory in the area of null hypothesis (39.5%),
measurement of scale (16.3%), but had a satisfactory level in the
question of type of variable (81.4%), graphical representation of data
(55.8%) (Majumdar et al., 2015).

5 LIMITATIONS OF THE STUDY

The information presented in this paper represents only a small
proportion of the medical students. It is not sufficient enough to
generalize the finding to other medical college. The study did not
perform any statistical significant conclusion in all the selected
variables. Less than half of the respondents had correct knowledge on
biostatistics in this study may be due the reasons that most of the
students had passed out their undergraduate course from different
medical colleges. There is no uniform syllabus and allotment of time for
classes for the subject biostatistics in all medical institutes in India.
Some students did their undergraduate in abroad medical institute
therefore the researcher had no ideas whether there was biostatistics in
their medical undergraduate course.

6 CONCLUSIONS

The finding of the present study were similar with the results of
previous studies The percentage of overall mean correct answer was
found to be less than half of the respondents. More than half of the
students answered the questions correctly in 9 questions. Majority of the
students had correct knowledge on graphs, measure of central tendency,
and measure of dispersion and scale of measurement. But the in-depth
knowledge of the same topic was unable to understand by the students
like scatter diagram and subdivided bar diagram. A large number of
students were not able to interpret the p value, Type —I error, application
of Chi-square test, and t-test. But most of the students understood the
meaning of the statement of null hypothesis and statistically
significance. It was also observed that majority of medical PG students
had difficulty in understanding the basic concepts of inferential
biostatistics as compared with descriptive biostatistics. Emphasis should
be given while teaching that most of the important terminology used in
inferential biostatistics should be clearly explained with understanding
to the students. Orientation programme on research methodology and
biostatistics should be conducted in the early period of their three year
professional course that could help them to become an independent and
a successful researcher in their profession.
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7 RECOMMENDATIONS

Our medical education unit should take a step towards the
education of research methodology and biostatistics. This subject should
be taught in graduation within a specific syllabus and time for both
medical undergraduate and postgraduate students so that they would not
face problem in submitting their dissertation during their PG course.
Therefore, there is a need for incorporating biostatistics as a subject in
the undergraduate and postgraduate curriculum of medical education in
India.
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ABSTRACT

HIV-related stigma and discrimination is a known obstacle to accessing medical care and participating in the community. The purpose of this study
was to identify factors associated with agreement on discriminatory statements toward people living with HIV (PLHIV). The participants were
consenting adults who had never tested positive for HIV. They were tested anonymously and free of charge for HIV, hepatitis B, hepatitis C, and
syphilis between October 2015 and April 2016. Data were collected using a questionnaire completed by participants on Tablet PC to obtain
information about socio-demographic characteristics, HIV knowledge (HIV-KQ-18 score), risk behaviors regarding HIV, anxiety score and
depression score (Patient Health Questionnaire-4). Participants rated 8 questions using Subscale: “Discrimination” with a 4-point Likert scale used by
Genberg and coll. The sum of the scores of all 8 questions provided an overall score, which was dichotomized according to the third quartile. We
performed a binary logistic regression analysis to identify factors associated with agreement on discriminatory statements. We used multivariate
imputation using a chained equation for missing data. From 494 participants, 8% were hill tribe members, and 71% had never previously tested for
HIV. The median age of 24.0 years (interquartile range: 21.5-32.8). The results indicate that agreement on discriminatory statements toward PLHIV
was associated with not being a hill tribe member [adjusted odds ratio (aOR) 6.11; 95% confidence interval (Cl): 1.14-32.86], received money or
other benefits in exchange for sex [aOR 5.17; 95% CI: 1.21-22.06], HIV knowledge above the median score [aOR 1.79; 95% CI: 1.08-2.97], and
injection drug use [aOR 4.64; 95% CI: 1.33-16.26]. Since participants were knowledgeable about HIV seemed to have a negative attitude toward
PLHIV, educating on HIV might be insufficient to reduce the negative attitude. Therefore, our study suggests educating on HIV simultaneously with
finding interventions to improve the society's attitudes.

Keywords: people living with HIV; discriminatory statements; Thailand

1 INTRODUCTION status in Thailand are 32% losing their job, 15% unable to rent
. - . . . . . accommodation, 26% social marginalization, 12% family exclusion,
In Asia and the Pacific region, Thailand is one of six countries and 20% denied medical care (UNAIDS, 2011). UNAIDS (UNAIDS

with the largest number of people living with HIV (PLHIV)
(UNAIDS, 2014a), it has been estimated that 450,000 people of
more than 15 years of age were living with HIV in 2016 and the people, and injection drug users (IDU). They were vulnerable to HIV
number of new PLHIV decreased from 13,000 in 2010 to 6,400 in infection, had restricted medical care access, and were also
2016 (UNA'DS, 2017b) However, the estimated number of Thai stigmatized by society (UNA|DS 20173)

PLHIV from hospitals was only part of the total number since the Previous studies found discriminatory attitudes toward PLHIV
remaining PLHIV are unaware of their HIV status because they have in people with a poor level of education, low wealth index, and
not sought the HIV treatment, it has been found that the majority of ethnicity (Dahlui et al., 2015; Wong 2613)_ Other studies also
Thai PLHIV only present for HIV treatment when they are in an reported that medical providers with poor level of basic and in-depth

advanced stage of HIV infection (The Asian Epidemic Model, 2008). knowledge on HIV transmission and prevention, unreasonable fear of
The reasons mentioned for this include fear of disclosure of their HIV infection, and increasing age had discriminatory attitudes

HIV status, and denial of compliance with medical advice relate to toward PLHIV (Feyissa et al., 2012; Harapan et al., 2013). Gender
HIV-related stigma and discrimination (UNAIDS, 2017c), which can could be associated with a discriminatory attitude, as was found in a
affect the efficacy of HIV treatment and HIV transmission (Genberg study in Brazil which reported that females had a stronger

etal, 20,08): L . . discriminatory attitude (Garcia & Koyama, 2008). However, a study
_ Discrimination as a result of stigma refers to the exclusion and in Thailand found that strong agreement on discriminatory statements
restriction of access of a particular group to family, community was reported among people lacking in knowledge about

activities (UNAIDS, 2005), and medical care, such as PLHIV antiretrovirals (ARVs) (Genberg et al., 2009). The authors mentioned
receiving unfair treatment because of their HIV status. HIV-related an interesting trend when exploring factors associated with

discrimination is “often based on beliefs related to stigmatizing agreement on discriminatory statements.

attitudes, their behaviors and sex” (UNAIDS, 2014b). In addition, To our knowledge, a study of factors associated with
regarding the chance of HIV infection, other people might also agreement on discriminatory statements concerning PLHIV in
discrimination against those engaged in risky sexual behavior in the Thailand are lacking. Consequently, our study was aimed at
same way as PLHIV (WHO, 2016). In a study in Hong Kong, almost identifying factors associated with agreement on discriminatory
all of the people had a negative attitude toward PLHIV and agreed statements toward PLHIV in participants presenting in a test for HIV

that PLHIV deserved punishment (Lau & Tsui, 2005). The reported and other sexually transmitted diseases in Chiang Mai, Thailand.
percentages of PLHIV subjected to discrimination based on HIV

2016) considered that the key population consists of commercial sex
workers (CSW), men who have sex with men (MSM), transgender
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2 METHODS

Consenting adults (age > 18 years) residing in Thailand and
able to communicate with the counselor were included in this study.
They were tested anonymously and free of charge for HIV, hepatitis
B, hepatitis C, and syphilis between October 2015 and April 2016
as part of the Napneung project (ClinicalTrial.gov: NCT02752152)
in Chiang Mai, Thailand. Participants who were previously HIV-
positive aware, responded with the same answer to all of the
questions, did not respond to any questions, or foreigners were
excluded from the analysis.

The outcome of interest was the measure of the agreement on
discriminatory statements toward PLHIV resulting from the answers
to 8 questions with a 4-point Likert scale of the “Discrimination”
subscale (Genberg et al., 2008). The overall score was calculated as
the sum of the scores to each question graded 1 to 4 according to the
strength of the participant’s agreement on the discriminatory
statements. The overall score was dichotomized to the third quartile.

Each participant was invited to respond to a questionnaire on a
Tablet PC that included basic socio-demographic characteristics,
HIV knowledge (HIV-KQ-18 score) (Carey & Schroder, 2002),
his/her attitude related to discriminatory statements toward PLHIV,
risk behaviors regarding HIV, place of current living, place of birth,
and signs of depression before received counseling consisting of
an anxiety score > 3 and a depression score > 3 (calculated from
answer to Patient Health Questionnaire-4) (Kroenke et al., 2009).

Independent variables which included in the analysis for
association with agreement on discriminatory statements were
consisted of age, education, HIV knowledge score (before receiving
counseling), income (per month), occupation, hill tribe member, had
a regular partner, living alone, injection drug use, substance drugs
use, received money or other benefits in exchange for sex, gave
money or other benefits in exchange for sex, always used a condom
in previous 3 months, had more than 1 sexual partner in the previous
3 months, amount of time to ever get previously HIV tested, sexual
orientation, had anxiety, had depression, place of current living, and
place of birth.

The questionnaires and the participant consent documents
were reviewed and approved by the Ethics Committee of the Faculty
of Associated Medical Sciences, Chiang Mai University. Participants
provided informed consent before entry in the Napneung project.

The characteristics of the study population were presented as
medians and interquartile ranges (IQRs) for continuous variables and
as frequencies and percentages for categorical variables. Fisher’s
exact test was used to compare the differences of proportion for
categorical variables. If R x C table contingency table can be
classified into 2 x 2 table (T), the 2-sided p-value of the test would be
the sum of probability of all possible tables which can be computed
using Equation (1) as follows (Freeman & Halton, 1951):

p =X Pr(T) (Y

Where Pr(T) is the probability of each classified table and A is the
number of all possible tables.

_ iy Tl 0!

Pr(T)= n! T, T nig!
Where i =number of row; i=1,2,...,r
j =number of column; j=1,2,...,c

n;; = observed number in row i and column j

n;. = total observed number of row i

n; = total observed number of column j

n = total observed number
The proportion of each category will be different when p less than
the significant level.

Factors associated with agreement on discriminatory
statements toward PLHIV were identified using a binary logistic
regression analysis. The logit transformation of logistic regression
model (Kleinbaum & Klein, 2010) is given by

log[-=] = By+B, X+ 4B, X, @
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Where P = probability statement determined agreement on
discriminatory statements, as either 1 if “agreeing on”
or 0 if “not agreeing on”

= the ratio of the probability that agreeing on

discriminatory statements  will
probability that not agreeing on
B, = intercept coefficient

B, = logistic regression coefficients of the k™ independent

i
1-P
occur over the

variable
X, = the k™ independent variable
k =12,....p

All variables with a p-value < 0.25 in the univariable analysis
were included in the multivariable analysis. Afterward, a backward
elimination was performed to identify the significant factors.

Missing data should be imputed when the percentage of
missing data is 10% to 30% (Marshall et al., 2010; Scheffer, 2002).
Hence, missing values were imputed using multivariate imputation
by chained equation (MICE) (Raghunathan et al., 2001; van Buuren,
2007) based on the predicted missing data using linear regression for
continuous variables and binary or ordinal logistic regression for
categorical variables. First, we classified the assumption of the
missing data as missing completely at random (MCAR), missing at
random (MAR), and not missing at random (NMAR). Second, testing
the assumption found that the missing data was classified as MAR.
The probability of the missing data depended on the observed data
(Mislevy, 1991). Consequently, MICE was performed to address the
missing data and we produced the imputed datasets to 1 dataset by
randomizing the imputed dataset.

All reported p-values were 2-sided and p-value < 0.05 were
considered as statistically significant. The analyses were conducted
using Stata version 14 (StataCorp LP, Texas, USA).

3 RESULTS

From October 2015 to April 2016, 510 participants presented
for testing. Of the 510 participants, 494 (96.9%) were included in the
analysis (Figure 1).

Of the 494 participants, their median age was 24.0 years (IQR:
21.5-32.8), 52% were male, 71% had attained a higher education
level, 50% were students, 38% had no income, 8% were hill tribe
members, 64% lived in an urban environment, 71% had never

510 participants coming for testing
in Napneung project
between 10 October 2015 - 18 April 2016

- 10 participants were foreigners
- 2 aware HIV-infected participants
- 3 participants did not respond any questions
- 1 participant responded same answer in
all discrimination questions

A

494 participants
were included in the analysis

Figure 1: Population disposition

previously tested for HIV, 18% were MSM, 20% had suffered from
anxiety in the previous 2 weeks, and 16% had been depressed in the
previous 2 weeks. In terms of risk behavior regarding HIV infected,
2% used injection drug, 23% used substance drugs, 35% had had
sexual activity without a condom in the previous 3 months, and
21% had had more than 1 sexual partner in the previous 3 months.
Their median HIV knowledge score was 12 (IQR: 8-15) (Table 1).

The percentage of participants agreeing on the discriminatory
statements was 17% and the percentage of missing data varied from
0.4% to 17.2%. Proportion of people with HIV knowledge score
below the median and proportion of IDU were significantly different
between the agreeing on and not agreeing on discriminatory
statements groups (Table 2).

The univariable and multivariable analysis show that
agreement on discriminatory statements toward PLHIV was
associated with not being a hill tribe member [adjusted odds ratio
(aOR) 6.11; 95% confidence interval (Cl): 1.14-32.86, p=0.04],
received money or other benefits in exchange for sex [aOR 5.17;
95% CI: 1.21-22.06, p=0.03], HIV knowledge above the median



score [aOR 1.79; 95% CI: 1.08-2.97, p=0.02], and injection drug use
[aOR 4.64; 95% ClI: 1.33-16.26, p=0.02]. However, age, living alone,
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Table 1: The characteristics of the study population

Code 005

depression, place of current living, and place of birth were not
associated with agreement on discriminatory statements (Table 2).

Characteristics

Median (IQR) or
number (%)

Characteristics Median (

IQR) or

number (%)

Sex at birth (male)

Gender
Male
Female
Male to female transgender
Female to male transgender
Not sure

Age (years)

Age
<22

>22-24

> 24-33

>33

Education (n=492)

Primary
Secondary
Higher

HIV knowledge score out of 18 (before
receiving counseling)

Low HIV knowledge (scores below median)

Income (per month) (n=492)
No income
1-5,000 Bahts
5,001-10,000 Bahts
10,001-15,000 Bahts
> 15000 Bahts
Occupation (n=491)
Student
Employed
Self-employed
Unemployed or housewife

Retired

257

245
232
11

24.0

149
98

127

120

36
110
346

12

220

187
53
79
72

101

248
145
68

26

(52) Hill tribe member (n=487) 37

Had a regular partner (n=492) 264
(50) Sexual orientation (n=486)
47) Straight 364
@ Gay 77
) Lesbian 10
0) Bisexual 22
(21.5-32.8) Not sure 13

Living alone (n=490) 127
(30) Injection drug use (n=491) 12
(20) Substance drugs use (n=490) 111
(26) E;cseeize(c:] 221%%e)y or other benefits in exchange 10
(24) sGe?(VFnTEgg)y or other benefits in exchange for 22

Always used a condom in the previous 3 months

(n=483)
O] No 171
(22) Yes 125
(71) No intercourse 187
(8-15) Had more than 1 sexual partner in the previous 106

3 months
(44) Amount of time to ever get previously HIV

tested (n=487)

Never 348
(38) Once or more times 139
(11) Men who have sex with men 87
(16) Had anxiety (n=412) 82
(15) Had depression (n=409) 64
(20) Place of current living (n=486)
Suburb 174

(50) Urban 312
(30) Place of birth (n=460)
(14) Suburb 249
(5) Urban 211
(Y

®
(54)

(75)
(16)
@
4
®
(26)
@
(23)

@

®)

(35)
(26)
(39)

@

(1)
(29)
(18)
(20)
(16)

(36)
(64)

(54)
(46)

IQR, interquartile range.

20
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Table 2: Factors associated with the agreement on discriminatory statements toward PLHIV

Univariable analysis

Multivariable analysis

Characteristics Aflg(;teaelnz%t/ p-value”
OR (95% CI) p-value aOR (95% ClI) p-value
Age 0.19 0.19
<22 24/149 (16.1) 1.00
>22-24 17/98 (17.3) 1.09 (0.55-2.16)
>24-33 29/127 (22.8) 1.54 (0.84-2.81)
>33 15/120 (12.5) 0.74 (0.37-1.49)
Education 1.00 0.87
Primary 6/37 (16.2) 1.00
Above primary 79/457 (17.3) 1.08 (0.44-2.67)
HIV knowledge score (before receiving 0.02 0.02 0.02
counseling)
Below the median 28/220 (12.7) 1.00 1.00
Above the median 57/274 (20.8) 1.80 (1.10-2.95) 1.79 (1.08-2.97)
Income (per month) 0.61 0.60
No income 29/187 (15.5) 1.00
< 10,000 Bahts 22/132 (16.7) 1.09 (0.59-2.00)
> 10,000 Bahts 34/175 (19.4) 1.31 (0.76-2.27)
Occupation 0.28 0.30
Student 45/248 (18.1) 1.00
Employed 38/215 (17.7) 0.97 (0.60-1.56)
Unemployed or housewife 2/31 (6.4) 0.31 (0.07-1.35)
Hill tribe member 0.07 0.06 0.04
No 83/457 (18.2) 1.00 1.00
Yes 2/37 (5.4) 0.26 (0.06-1.09) 0.16 (0.03-0.88)
Had a regular partner 0.55 0.51
No 42/228 (18.4) 1.00
Yes 43/266 (16.2) 0.85 (0.53-1.36)
Living alone 0.13 0.10
No 57/366 (15.6) 1.00
Yes 28/128 (21.9) 1.52 (0.92-2.52)
Injection drug use 0.04 0.03 0.02
No 80/482 (16.6) 1.00 1.00
Yes 5/12 (41.7) 3.59 (1.11-11.59) 4.64 (1.33-16.26)
Substance drugs use 0.48 0.44
No 63/382 (16.5) 1.00
Yes 22/112 (19.6) 1.24 (0.72-2.12)
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Code 005
ch o Agreement/ . Univariable analysis Multivariable analysis
aracteristics Total (%) p-value
OR (95% CI) p-value aOR (95% ClI) p-value

Received money or other benefits in exchange 008 0.07 0.03
for sex

No 81/484 (16.7) 1.00 1.00

Yes 4/10 (40.0) 3.32(0.92-12.02) 5.17 (1.21-22.06)
%arvsee)r(noney or other benefits in exchange 057 056

No 80/471 (17.0) 1.00

Yes 5/23 (21.7) 1.36 (0.49-3.76)
Always used a condom in previous 3 months 0.81 0.80

No 28/178 (15.7) 1.00

Yes 23/126 (18.2) 1.20 (0.65-2.19)

No intercourse 34/190 (17.9) 1.17 (0.67-2.02)
3H?;ior;]1tcr)lge than 1 sexual partner in the previous 039 035

No 70/388 (18.0) 1.00

Yes 15/106 (14.2) 0.75 (0.41-1.37)
@gg;nt of time to ever get previously HIV 051 047

Never 63/350 (18.0) 1.00

Once or more times 22/144 (15.3) 0.82 (0.48-1.40)
Sexual orientation 0.44 0.46

Men who have never had sex with men 31/170 (18.2) 1.00

Men who have sex with men 18/87 (20.7) 1.17 (0.61-2.24)

Female 36/237 (15.2) 0.80 (0.47-1.36)
Had anxiety 1.00 0.96

No 69/400 (17.2) 1.00

Yes 16/94 (17.0) 0.98 (0.54-1.78)
Had depression 0.31 0.23

No 76/421 (18.1) 1.00

Yes 9/73 (12.3) 0.64 (0.30-1.34)
Place of current living 0.11 0.08

Suburb 24/180 (13.3) 1.00

Urban 61/314 (19.4) 1.57 (0.94-2.62)
Place of birth 0.15 0.14

Suburb 41/274 (15.0) 1.00

Urban 44/220 (20.0) 1.42(0.89-2.27)

OR, odds ratio.
® Fisher’s exact test.

4 DISCUSSIONS

Our study reported the results of identification factors for
agreement on discriminatory statements toward PLHIV in Thailand.
We found that participants were knowledgeable about HIV, they

22

were more to agree with discriminatory statements toward PLHIV.
This is consistent with a study in Kenya, from which it can be
deduced that although HIV knowledge had increased, HIV-
caregivers and HIV-positive children and adolescents recognized that
the community still had a negative attitude toward them and a
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misunderstanding about HIV (McHenry et al., 2017). A study in
Zimbabwe and South Africa also reported that people who had
knowledge about ARVs were more to agree with discriminatory
statements (Genberg et al., 2009). However, the finding on HIV
knowledge in our study is inconsistent with a study in Indonesia
reported that high HIV knowledge was related to low level of
discriminatory attitude toward PLHIV (Harapan et al., 2013). In
addition, a study in Thailand reported that there was strong
agreement on discriminatory statements among people lacking in
knowledge about ARVs (Genberg et al., 2009).

Previous studies have reported that hill tribe members lacked
HIV knowledge (Apidechkul, 2011; Kunstadter, 2013). Their
understanding of HIV was different due to their beliefs,
HIV knowledge, and ability to reach medical services in Thailand
(Kunstadter, 2013). HIV-related stigma, which could lead to
discriminatory attitudes, might be resulted from the fear of being
infected with HIV and a misunderstanding about HIV transmission
(UNAIDS, 2005). This finding is inconsistent with our study which
found that non-hill tribe members were more to agree with
discriminatory statements toward PLHIV since most of them (71%)
were living in an urban environment. In addition, the finding in our
study is consistent with a study in Vietnam which found that people
living in an urban environment had a more negative attitude toward
PLHIV than those living rurally (Tuan et al., 2008).

A study in Russia reported that most of female CSW
sympathized with PLHIV (King et al., 2013). This is inconsistent
with our study which found that CSW and IDU were more to agree
with discriminatory statements toward PLHIV. However, we did not
find any studies on IDU. Some CSW had faced the discriminatory
attitudes from medical providers (NSWP, 2017). These prejudice
attitudes toward CSW and IDU might be results from the effects of
stereotypical attitudes on HIV which might lead to their negative
attitudes on PLHIV. Evaluation the effects of prejudice attitudes of
other people toward CSW and IDU on their attitudes toward PLHIV
is interesting in further study.

The questionnaire of attitude related to discriminatory
statements toward PLHIV using in our study might not be reflected
only participants’ attitude, but it might also be mixed with their
perception. Some participants might answer the question according
to their perception from observation or trend in their societies which
is inconsistent with their own attitude. More agreement on
discriminatory statements might be also results from perception. The
negative perception might lead to discriminant or negative attitude
toward PLHIV even if people were knowledgeable about HIV. We
supposed that only educating on HIV might insufficient to reduce the
negative attitude toward PLHIV. Therefore, our study suggests
educating HIV knowledge simultaneously with find interventions to
improve the society's attitudes related to the stigma and
discrimination.
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ABSTRACT

Nowadays, due to advances in computer technology huge amounts of data can be efficient collected and stored on a reasonable budget and many
domains have relevant data stored in databases. It is very difficult and cumbersome to manually process such enormous amounts of data without the
using computers. This study aims to extract the hidden patterns, relationships and knowledge from the Deep South Coordination Centre database
collected between 2004 and the beginning of January 2016 using data mining techniques. Using the WEKA tool, this study has performed
experiments on 31 dummy variables of a data set containing 21,424 violent cases. Two data mining techniques, clustering and association rule, were
used on the data. Cluster analysis assigned the data into two clusters (i.e. “non-physical injury” and “physical injury”); meanwhile, ten rules were
generated using the association rule technique. The useful information gained will provide decision makers with relevant information for devising
suitable prevention and intervention efforts to address risk factors for violence.

Keywords: data mining; violence; clustering; association rule

1 INTRODUCTION

Violence has been recognized as a global problem and public
concern because of its significant impact on the health and lives of all
humans. Yearly, over a million people are killed and many additional
people suffer non-fatal injuries because of self-inflicted, interpersonal,
or collective violence. Generally, violence is among the leading causes
of death globally for people aged between 15-44 years (Dahlberg &
Krug, 2006). In the deep south of Thailand violence also results in a
public health problem which has direct and indirect effects on victims.
The statistics show that, between January 2004 and March 2013, around
13,000 violent events occurred, leading to 15,574 victims, which
includes 5,614 people who died and 9,960 people who were injured.
Simultaneously, people involved can be affected by mental conditions
and need psychological counseling because they are unable to cope with
the situation that they are confronted with. Moreover, violence leads to
economic consequences, for example, decreases job creation and
increased poverty (Makond, 2018).

Nevertheless, in regard to the public health consequences on
people, violence is predictable and preventable. Successes in preventing
violence can be achieved through reliable surveillance and monitoring
systems, generally referred to as the systematic collection, analysis,
interpretation, and dissemination of data on violence, and its
determinants (Schuurman et al., 2015). The manual implementation of
traditional statistical approaches to the data has prompted the
development of effective prevention programs and policies over the past
several decades. Subsequently, the data about victims and perpetrators
has been inspected to detect social, environmental, and risk factors for
violence. Therefore, relevant information is available to devise suitable
prevention and intervention efforts to address the risk factors (Comstock
et al., 2005; Espinosa et al., 2008)

Nowadays, due to the advance computer technology, it is
possible to efficiently collect and store huge amounts of data with a
reasonable budget and many domains already have relevant data stored
in databases. It is very difficult and cumbersome to manually process
such an enormous amount of data without the use of computers (Patil et
al., 2015). Moreover, the use of traditional statistical approaches is not
sufficient to discover the knowledge hidden in the data (Karrar et al.,
2016). However, data mining is able to deal with this problem and make
it possible to uncover useful, relevant information which can be
provided to decision makers to assist in devising suitable prevention and
intervention efforts to address the risk factors for violence that occurs in
Thialand’s deep south. This study aims to extract these hidden patterns,
relationships, and knowledge from the Deep South Coordination Centre
(DSCC) database which was collected between 2004 and the beginning
of January 2016 using data mining techniques.

The paper is constructed as follows. Section 2 reviews the
literature on data mining, clustering, and the association rule. Section 3
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briefly proposes the methodology used in the study. Experiment results
and conclusions are presented in sections 4 and 5, respectively.

2 LITERATURE REVIEW

Data mining techniques can be categorized into supervised, or
predictive, learning techniques and unsupervised, or descriptive,
learning techniques. Supervised learning is based on associating an
example from a data source with a correct classification that has already
been determined. Thus, there is a special attribute, namely class,
existent in all cases. It identifies whether a case is in a certain class,
which will be the focus of learning. Supervised learning is divided into
classification techniques and regression. The common description of
unsupervised learning is learning without pre-classified examples. It is
divided into clustering analysis and association rule (Martin et al.,
2014).

2.1 Clustering analysis

Clustering analysis is an unsupervised learning technique that
operates on data objects without referring to a known class label. The
technique is useful for uncovering trends and patterns in data when
there are no pre-defined classes (Singh et al., 2015). The goal of the
technique is to classify similar (or related) objects into a group and
different (or unrelated) objects into other groups. The greater the
similarity (or homogeneity) within a group, and the greater the
difference between groups, the “better” or more distinct the clustering
(Gupta & Kaur, 2017). The algorithms that are generally used to
achieve a cluster analysis can be classified as hierarchical algorithms or
non-hierarchical algorithms (i.e. k-means algorithm). For hierarchical
algorithms, each object is initially in its own cluster and then clusters
are successively joined to create a clustering structure. In a non-
hierarchical algorithm, the number of clusters must be theoretically
known. The algorithm is done by minimizing a measure of dissimilarity
within each cluster and maximizing the dissimilarity between different
clusters (Cornish, 2007).

2.2 K-Means algorithm

K-means is a typical, and commonly used, algorithm for
clustering operations because of many advantages, namely its
simplicity, its efficiency, and being less time consumption (Sharma et
al., 2012). The goal of this technique is to allocate n observations into k-
clusters, with each cluster’s center denoted by the mean value of the
objects in the cluster. Consequently, each object is allocated to its
nearest cluster center. Thus the general outcome is to reduce the total
squared distance of all objects from their cluster centers. The selection
of the mean as the cluster center is able to reduce the total squared
distance from every cluster point to its center. Therefore, it is practical



INTERNATIONAL CONFERENCE ON APPLIED STATISTICS (ICAS) 2018, 24-26 October 2018

to characterize and isolate every object in the data set into different
groups by reducing the mathematical distance between the substantial
groups or clusters (Singh et al., 2015; Nieves & Cruz, 2011). Although
many descriptions of mathematical distance are presented, Euclidean
distance is used in WEKA (Aksenova, 2004).

Recently, the k-means algorithm has been applied in various
research domains. Gowri et al. (2017) applied k-means procedure to a
database of students, obtained from four government schools in Vellore
district, Tamil Nadu, in order to generate a grouping of students based
on their personal characteristics in addition to their academic record.
The results showed that the performance of students was clustered as
good and poor. Bach et al. (2018) studied the impact of the economic
costs of violence in 119 countries worldwide. The economic cost of
violence and on the economic development levels in the countries was
measured by Cultural, Administrative, Geographic, and Economic
differences and 10 additional variables. In order to group the observed
countries according to their economic costs of violence and economic
development levels, the k-means clustering procedure was applied.
According to the conducted nonhierarchical cluster analysis, in which a
k-means approach was used, it was determined that there were six
groups of countries. The study of Wakoli et al. (2014) applied the k-
means clustering algorithm to medical claims records related to data
obtained from 15 insurance companies in Kenya. The results showed
the successful application of the k-means clustering algorithm to
medical claims records. The k-means method was also applied to
classify the popularity of tourist destinations based on the number of
instagram accounts from explorejogja. which consists of 121 tourist
destinations. The results presented 3 groups of tourist destinations, each
of which consists of cluster 1, which included 9 tourist destinations,
cluster 2, consisted of 60 tourist destinations, and cluster 3, which
contained as many as 52 tourist destinations (Iswandhani & Muhajir,
2018).

2.3 Association Rule

Association rule is one of the most important data mining
techniques which was initiated from market basket analysis problems
(Nieves & Cruz, 2011). This technique is used to discover the
associations among a set of items. The process of applying the
association rule is divided into steps as follows (Al-Maolegi & Arkok,
2014). In the first step, each set of items is known as an itemset. If the
total that each item occurs is greater than the minimum support which
has been pre-specified, this itemset is named a frequent itemset. In the
second step, many rules can be created from one itemset. For example,
the rule, X->Y where X and Y are items validated based on a
confidence threshold. The value is defined as the probability of
transactions containing X which contain also Y. The support and
confidence thresholds can be specified in advance by users. The support
and confidence can be expressed as follows:

support (X2>Y) = P(X U Y) ()]

P(XUY)
confidence (X2Y) = P(Y|X) = — )
P(X)

2.4 Apriori algorithm

Apriori algorithm is simple and easy to use to find all of the
frequent itemsets in a database. The algorithm iteratively finds frequent
itemsets where k-itemsets are used to generate k+1-itemsets. Each k-
itemset must be greater than, or equal to, the minimum support
threshold specified by the user. Otherwise, they are called candidate
itemsets which were pruned. Firstly, the algorithm scans the database to
find frequency of 1-itemsets that contains only one item by counting
each item in database. The frequency of 1-itemsets is used to find the
itemsets in 2-itemsets which is in turn used to find 3-itemsets and so on
until no more k-itemsets are found. Finding frequent itemsets is time
consuming when dealing with a huge number of candidate sets
containing frequent itemsets, low minimum support, or large itemsets.
In order to efficiently find frequent itemsets and reduce time
consumption, the algorithm employs a criterion which states that, if any
k-itemset is frequent, all of its subsets must be frequent, and conversely,
if an itemset is not frequent, any large subset within it must also be non-
frequent. The property, therefore, enables researchers to reduce the
search space in the database (Buczak & Gifford, 2010; Al-Maolegi &
Arkok, 2014).

Currently, association rule technique is not confined to market
basket analysis. Margono et al. (2013) used association rule technique to
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discover trends in human rights violations which occurred in Indonesia
by mining data in a human rights violations database. The outcomes of
this work provided people involved with information regarding the
kinds of violations that occurred within Indonesian society. Nieves and
Cruz (2011) discovered inherent information related to different terrorist
organizations based on the different types of terrorist acts they
committed by using association rule. The results should be useful, not
only for counter terrorism security analysts, but also in determining the
prioritization and geographical allocation of military and law
enforcement resources. This technique has also been used to identify
disease co-occurrences based on ICD-9-CM codes in a statewide
hospital discharge data set. In the study of Rani, Vohra and Gulia (2014)
the association rule was applied to a simulated primary database of
passport and visa information, to discover the travel patterns in different
segments. The results revealed total 10 rules supporting each other
according to their dominant category.

3 METHODS

3.1 Data and data preprocessing

A large amount of detailed data about violent incidents between
2004 and 2016 was obtained from the Deep South Coordination Centre
(DSCC) database, Prince of Songkla University, Pattani, Thailand. All
types of violent events were equally considered in the study.
Meanwhile, the input data had to be preprocessed with the purpose of
decreasing the consequence of noise, missing values, and discrepancies
before executing the data mining techniques. The data mining process
consisted of data cleaning, data integration, data transformation, data
reduction, discretization, and concept hierarchies to enable data
preprocessing.

Data cleaning was employed to handle missing values for
variables, namely, "day","time ", "zone", and "province". The incidents
with variables which lacked the information were deleted from the data
set. Data transformation was implemented to transformation data into
another form appropriate for mining; for example, the variable "day"
was derived from the date of the event. All the processes of data
transformation were executed using SQL and Microsoft Excel.
Ultimately, the total number of events in the study was 21,424.

3.2 Variables

The ten related variables “time”, “day”, “quarter”, “zone”,
“district”, “province”, “arson”, “gun”, “bomb”, and “outcome” included
in this study were similar to Makond (2018). In addition, all variables

were converted into dummy variables, as presented in Table 1.

Table 1: Variables, dummy variables with descriptions

Number

Variables of events

Descriptions Dummy variable

"t1 "represents time
period from 00:01
a.m .to 03.00 a.m.
"t2 "represents time
period from 03:01
a.m .to 06:00 a.m.
"t3 "represents time
period from 06:01
a.m .to 09:00 a.m.
"t4 "represents time
period from 09:01
a.m .to 12:00 a.m.
"t5 "represents time
period from 12.01
p.m .to 15.00 p.m.
"t6 "represents time
period from 15:01
p.m .to 18.00 p.m.
"t7 "represents time
period from 18:01
p.m .to 21.00 p.m.
"t8 "represents time
period from 21:01
p.m .to 24.00 a.m.

1,437

1,912

3,824

2,538

time time of the day

2,116

2,564

4,841

2,192




INTERNATIONAL CONFERENCE ON APPLIED STATISTICS (ICAS) 2018, 24-26 October 2018

Variables Descriptions Dummy variable Number
of events
"d1" represents 2773
Sunday '
"d2" represents
Monday 3,316
"d3" represents
Tuesday 3,130
"d4" represents
Day day of the week Wednesday 3,358
"d5" represents
Thursday 3,323
"d6" represents 3030
Friday '
"d7" represents
Saturday 2,494
"gl" represents
January to March 5,081
"g2 "represents
quarter of the April to June 5824
quarter year "g3 "represents July 5599
to September '
"g4 "represents
October to 4,920
December
"zonel "represents
road/highway 11,792
placeofthe | (L
zone incident 4,603
area/personal area
or shop
"zone3 "represents
Other/unspecified 5,029
"PR_N "represents
Narathiwat 7,614
"PR_P "represents
rovince province in this | Pattani 7,040
P study "PR_S" represents 1.092
Songkhla '
"PR_Y "represents
Yala 5,678
district district that is district (0,1) (7,174,
adjacent to 14,250)
neighbour
province/countr
y
arson means used in arson (0,1) (18,886,
the incident 2,538)
was arson
Gun weapon used in | gun (0,1) (11,082,
the incident 10,342)
was one or
more guns
bomb weapon used in | bomb (0,1) (17,437,
the incident 3,987)
was one or
more bombs
outcome the outcome of outcome (0,1) (10,684,
violence is 10,740)
physical injury
3.2 Tool and algorithm

SQL and Microsoft Excel were the tools used for data
preprocessing. For analyzing the data, two WEKA algorythms were
employed, namely the SimpleKMeans algorithm for clustering analysis
and the Apriori algorithm for association rules. Some implementations
of k-means only allow numerical values for variables. In such
circumstances the data set may need to be transformed into a standard
spreadsheet format. Similarity, categorical attributes would need to be
transformed to binary data. Moreover, data measured on considerably
different scales were needed to normalize the values. However, WEKA
provides a SimpleKMeans algorithm which automatically handles a

27

Code 006

mixture of categorical and numerical variables and normalizes
numerical variables when computing distance. The SimpleKMeans
algorithm computes distances between instances and clusters using
Euclidean distance. The Apriori algorithm for learning association rules
in Weka works only with discrete data and will identify statistical
dependencies between groups of attributes using confidence and support
measurements. Apriori can compute all of the rules that have a specified
minimum support and are greater than a specified confidence level
(Aksenova, 2004; Sharma et al., 2012).

4 EXPERIMENT RESULTS

Using the WEKA tool the experiments were performed on a data
set containing 31 dummy variables and 21,424 violent cases. Two data
mining techniques, clustering and association rule, were used on the
data.

4.1  Results from clustering analysis

In the current analysis of 21,424 violent cases, using cluster
analysis, two clusters were initially assigned and the data was classified
into the two clusters (i.e. non-physical injury and physical injury) with
10,927 (51%) and 10,497 ( 49%) falling within each group,
respectively. The results shown in figure 1 can be explained as follows.
The first cluster categorized the violent event as the occurrence of non-
physical injury (denoted with “no”) where the event did not involve the
use of arson, guns, or bombs, and took place in a district that is adjacent
to a neighbouring province/country. The second cluster categorized the
violent event as the occurrence of physical injury (denoted with “yes”)
where the event involved the use of one, or more guns, but not arsons or
bombs, occurred in a district that is adjacent to a neighbouring
province/country and took place on a road/highway.

Cluster#

Attribute Full Data 0 1
(21424.0) (10927.0) (10497.0)

arson no no no

gun no no yes

bomb no no no

district vyes yes yes

tl no no no

t2 no no no

t3 no no no

t4 no no no

t5 no no no

t6 no no no

t7 no no no

t8 no no no

PR P no no no

PR Y no no no

PR N no no no

PR S no no no

dl no no no

d2 no no no

d3 no no no

d4 no no no

ds no no no

de no no no

a7 no no no

ql no no no

q2 no no no

a3 no no no

g4 no no no

zonel yes no yes

zone2 no no no

zone3 no no no
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outcome yes no yes

Time taken to build model
0.17 seconds

(full training data)

Model and evaluation on training set

Clustered Instances

0 10927 ( 51%)
1 10497 ( 49%)

Figurel: The results from clustering analysis
4.2 Results from the association rule

Apriori algorithm processes data by mining the rules to extract
patterns that are similar along their associations in relation to several set
of records. A minimum support of 20% was applied to the data set. The
rules generated were ranked by confidence metric which was specified
at 0.8. The output of this analysis is shown in figure 2. The findings are
as follows:

For rule 1, of the violent incidents in which guns were used as
weapons, but bombs were not use as weapons, and the incidents did not
happen during the period from 21:01 p.m. to 24:00 a.m., 85%
(confidence) involved physical injury.

For rule 2, of the violent incidents in which guns were used as
weapons, but bombs were not use as weapons, and arson was not used
as a mean, and the incidents did not happen during the period either
from 00:01 a.m. to 03:00 a.m. or from 03:01 a.m. to 06:00 a.m., 85%
(confidence) involved physical injury.

For rule 3, of the violent incidents in which guns were used as
weapons, but bombs were not use as weapons, and the incidents did not
happen during the period either from 00:01 a.m. to 03:00 a.m. or from
03:01 a.m. to 06:00 a.m., 84% (confidence) involved physical injury.

For rule 4, of the violent incidents in which guns were used as
weapons, but bombs were not use as weapons, and arson were not used
as a mean, and the incidents did not happen during the period from
03:01 a.m. to 06:00 a.m., 84% (confidence) involved physical injury.

For rule 5, of the violent incidents in which guns were used as
weapons, but bombs were not use as weapons, and arson were not used
as a mean, and the incidents did not happen during the period from
00:01 a.m. to 03:00 a.m., 84% (confidence) involved physical injury.

For rule 6, of the violent incidents in which guns were used as
weapons, but arson was not use as a mean, and the incidents did not
happen during the period from 21:01 p.m. to 24:00 a.m., 84%
(confidence) involved physical injury.

For rule 7, of the violent incidents in which guns were used as
weapons, but bombs were not use as weapons, and the incidents did not
happen during the period from 00:01 a.m. to 03:00 a.m., 84%
(confidence) involved physical injury.

For rule 8, of the violent incidents in which guns were used as
weapons, but bombs were not use as weapons, and arson was not used
as a mean, 84% (confidence) involved physical injury.

For rule 9, of the violent incidents in which guns were used as
weapons, and the incidents did not happen during the period from 21:01
p.m. to 24:00 a.m., 84% (confidence) involved physical injury.

For rule 10, of the violent incidents in which guns were used as
weapons, but bombs were not use as weapons, and the incidents did not
happen during the period from 03:01 a.m. to 06:00 a.m., 84%
(confidence) involved physical injury.

Apriori

(7498 instances)
0.8
13

Minimum support: 0.35
Minimum metric <confidence>:
Number of cycles performed:

Generated sets of large itemsets:

Size of set of large itemsets L(1l): 50
Size of set of large itemsets L(2): 322
Size of set of large itemsets L (3) 405
Size of set of large itemsets L(4): 153
Size of set of large itemsets L (5) 20
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Best rules found:

1. gun=yes bomb=no t8=no 8859 ==> outcome=yes
7505 conf: (0.85)

2. arson=no gun=yes bomb=no tl=no t2=no 8936
==> outcome=yes 7563 conf: (0.85)

3. gun=yes bomb=no tl=no t2=no 9033 ==>
outcome=yes 7632 conf: (0.84)

4. arson=no gun=yes bomb=no t2=no 948
outcome=yes 8012 conf: (0.84)

5. arson=no gun=yes bomb=no tl=no 9365 ==>
outcome=yes 7907 conf: (0.84)

6. arson=no gun=yes t8=no 9034 ==> outcome=yes
7625 conf: (0.84)

7. gun=yes bomb=no tl=no 9466 ==> outcome=yes
7980 conf: (0.84)

8. arson=no gun=yes bomb=no 9914 ==>
outcome=yes 8356 conf: (0.84)

9. gun=yes t8=no 9141 ==> outcome=yes 7702
conf: (0.84)

10. gun=yes bomb=no t2=no 9598 ==> outcome=yes
8086 conf: (0.84)

Figure2: The results from association rule

==>

5 CONCLUSIONS

This study’s purpose was to apply two data mining techniques to
extract the hidden patterns, relationships, and knowledge from the
DSCC database which was collected between 2004 and the beginning of
January 2016. The data consisted of 21,424 violent cases and 31 dummy
variables.

Cluster analysis assigned the data into two clusters, a physical
injury cluster and a non-physical injury cluster, based on the use of
arson, guns, or bombs; time period of the day; day of the week; quarter
of the year; place of the incident; district; province and outcome.
Meanwhile, the Apriori algorithm generated 10 rules. Overall results
obtained in this study, whether using either cluster analysis or the
association rule, revealed out that violent events involving the use of a
gun results in physical injury. This result is consistent with the results of
Chirtkiatsakul et al. (2014) and Makond (2018).

This study concluded that clustering analysis and association rule
are essential data mining techniques for exploring useful, relevant
information which can be provided to decision makers to assist in
devising suitable prevention and intervention efforts to address the risk
factors for violence that occurs in Thialand’s deep south. However, this
is an exploratory study rather than explanation study; therefore, more
knowledge discovery is needed using the other data mining techniques.
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ABSTRACT

Historically, the study of Corporate Governance (CG) and Enterprise Risk Management (ERM) has focused on the business assurance aspect. The
research question in the study was about if it could be possible to conceptualize CG and ERM in a proactive manner? There are two objectives in this
study: 1) to study the relationship between CG and ERM and 2) to determine to what extent CG and ERM could be possible to improve long term
growth by enhancing opportunity management (OM) for both financial and non-financial aspects. Approximately 700 Thai-listed companies were
considered. A mixed-method approach through structural equation modelling (SEM) and interviews was employed. With 175 organizations and eight
interviewees, it could be confirmed that CG and ERM have a significant relationship. The convergence between the quantitative and qualitative
analyses displayed that systemic CG and ERM could enhance management for better decision making in new business arenas as seized opportunities.
To be precise, CG, ERM and OP were themselves correlated. However, different experts interpreted and quantified OP in distinctive ways. From an
empirical finding, CG and ERM were insignificantly associated with some financial indicators.

Keywords: Opportunity Management; Corporate Governance; Enterprise Risk Management; Structural Equation Modelling (SEM.)

1 RATIONALE OF STUDY

Corporate Governance (CG) is a multifaceted term depending on
one’s view of the world (Stuart, 2006: 382). Some theories focus CG on
the view of laws, rules and factors that control operations at a company.
Others defined CG as an organizational complex system given many
indicators.

Systematic measurement of CG was initially undertaken by Ross
et al. (2005) (Figure 1). They defined CG from compositions between
internal and external governance. Other articles tried to explore similar
related indicators under its framework. Stuart (2006) divided internal
governance into five basic categories: 1) the Board of Directors (and
their role, structure and incentives), 2) Managerial Incentives, 3) Capital
Structure, 4) Bylaw and Charter and 5) Internal Control System, while
the external governance was divided into two groups: law and markets.

Internal External

Board of Directors

o||l®

Management e ||z
5 || @

=] =

o 2

Debt 7| & &

Assets s || g
Equity -

Figure 1: CG Dimensions (Ross et al., 2005)

CG was widely known from the bankruptcy of Enron, an
American energy, commodities, and services company. It became a
well-known example of corporate fraud and corruption due to artificial
financial reports and accounting fraud. The concepts of CG were then
derived after the enactment of the Sarbanes-Oxley Act of 2002 that
guides and controls accounting practice as well as corporate activities
including corporate governance directly measured from the leaders.
Later on, the concept of Risk Management (RM) was popularized to
prevent business losses as well as develop regulatory alignment (Fraser
et al. 2010). Thus, CG was the driving factor for the birth of ERM, and
this is one of the paths in this research.

Historically, the adoption of risk was about achieving business
goals as well as preventing loss, while modern business theories try to
propose the concept of “Enterprise Risk and Opportunity Management
(EROM)” that refers to the approach adopted by corporates to manage
risks and seize the opportunities related to the accomplishment of
business objectives (Benjamin, 2017). Such a pioneer concept could be
beneficial to enhance the level of participation from leaders, but the
problem is about obtaining the empirical data to test the concept of
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EROM. Furthermore, as ERM is derived somehow from CG, why do
researchers not study both CG and ERM effects on corporate
opportunity management (OM) the level of participation from leaders,
but the problem is about obtaining the empirical data to test the concept
of EROM.

Furthermore, as ERM is derived somehow from CG, why do
researchers not study both CG and ERM effects on corporate
opportunity management (OM).

To summarize, this study has two objectives: 1) confirm previous
studies about the relationship between CG and ERM and 2) to
empirically investigate/explore the relationship among CG, ERM and
OM via a mixed method. Practically, the findings will be related to both
CG and ERM in corporations and theoretically, and such path results
could be used to create a new concept of EROM.

2 THEORIES CONSTRUCTION AND CONCEPTUAL
FRAMEWORK

2.1  Defined Opportunity Management

Risk is multifaceted; however, most theories define risk as a
negative event. Fraser et al. (2010) defined risk as “the possibility of
future performance shortfalls with respect to reach explicitly stated
objectives thru organizations”; while, opportunity is “the possibility of
future performance improvement with respect to reach explicitly stated
objectives thru organizations”.

To measure OM, it depends on the organizational views. Based
on interviewing people in executive management positions in Thai-
listed companies, it became clear that they view OM in two dimensions.
First of all, they interpret OM as the ability to incline shareholder values
throughout the growth of revenue and earnings, the growth of capital
and reducing loss. Secondly, based on expert views, OM is about the
ability to promote better decision making opportunities.

2.2 Process of Enterprise Risk and Opportunity Management
(EROM)

Historically, the adoption of Enterprise Risk Management (ERM)
aimed to prevent loss via an early warning when negative events disrupt
the corporate goals. Alternatively, today, ERM can be employed as a
strategic tool. COSO (2004) encompassed ERM as 1) an aligning of risk
appetite and strategy, 2) enhancing risk response decisions, 3) reducing
operational surprises and losses, 4) identifying and managing multiple
and cross enterprise risks, 5) seizing opportunity and 6) improving
deployment of capital.

As mentioned above, COSO initially defined the more proactive
benefits of ERM, but there was a lack of empirical analysis of proactive
ERM. Benjamin (2017) defined EROM as a process of “seeking an
optimal balance between minimizing the potential for loss (risk) while
maximizing the potential for gain (opportunity) with the respect to
organizational mission”. Achievement of this optimization implies the
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agility to make a new decision to the maximum tolerable levels for risk,
minimum desirable levels for opportunity and trade-offs between them.

For conceptualization, the paradigm of RM had shifted from a
quantitative method in traditional RM to the new definition of ERM.
Traditional RM has focused on the risk management process:
identification of risk, assessment of risk, response to risk and
monitoring of risk. With these steps, it lacks a role in the internal
environment, and that is why ERM -a new paradigm of RM- now tries
to consolidate the readiness of the internal environment as part of the
process of implementing RM.

RM in

The Birth of RM- Quantitative Traditional RM— ENIERERISE
HEEd) edominant: TS MANAGEMENT

Figure 2: Risk Management (RM) Paradigm’s shift

For conceptualization, ERM divides as follows:
. Internal Environment
. Risk Identification
. Risk Assessment
L] Risk Response
L] Risk Monitoring

Information & Communication

Macdonng

Figure 3: ERM Conceptualization

2.3 Corporate Governance Indicators

Many articles try to quantify the indicators of CG and they
depend on the theories and contexts. However, as this study focused on
Thai listed companies, it considered the context of CG in the Thai
industrial environment.

This article triangulates research findings with secondary data
from the Thai Institute of Directors (IOD) about CG indicators (CRG
report, 2017). The CRG report presented the CG score with five bands:
pass, satisfactory, good, very good and excellence. The indicators used
to categorize the five bands came from: Rights of Shareholders,
Equitable Treatment of Shareholders, Role of Stakeholders, Disclosure
and Transparency and Board Responsibilities. Moreover, each
mentioned indicators has several questions for the management of Thai-
listed companies. The descriptive statistics for the CGR 2017 are shown
in table 1.

This research used five bands for CG indicators for each
respondent company in the process of the structural equation analysis.
CG was the exogenous variable in the model presented in figure 4.

2.4  Relationship between Corporate Governance and Enterprise Risk
Management

Prior to the development of ERM, it is significant to completely
understand the relationship between CG and ERM (Marchetti, 2012).
The relationship between them has historically been mentioned since
the tragedy of Enron (Robert, 2003). Due to a lack of a governance
system as well as accountability for Enron, a RM system has since then
been required by the Security Exchange Commission (SEC), which
directly regulates listed-companies.

Beside the regulatory base, CG is an indispensable component of
ERM. It supplies the top-down monitoring and management of risk in
organizations. Therefore, in terms of the correlation, they are both
closely related. Both focus on strategy and support the strategy direction
of the organization. Some empirical studies disclosed that good
governance by the Board of Directors (BOD) should be developed and
implement comprehensively in a RM policy, used when determining the
risk appetite and establishing the overall corporate culture that supports
RM.
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To confirm the relationship between CG and ERM, the
Organization for Economic Co-operation and Development (OECD)
(2014) reviewed the corporate governance frameworks and practices in
the 27 jurisdictions that participated in the OECD Corporate
Governance Committee. This article found a strong relationship
between the CG and ERM systems. Moreover, the OECD revealed that
the cost of ERM failure is still underestimated both internally and
externally, including the cost in terms of management time needed to
rectify the situation. Therefore, good CG thru the role of the BOD
should include the maturity level of the ERM.

Table 1: Descriptive Statistics of CGR 2017

Survey Category ~ Average Median Maximum  Minimum
Right of 93 95 100 43
Shareholders

Equitable 92 96 100 59
Treatment of

Shareholders

Role of 78 82 98 19
Stakeholder

Disclosure & 84 86 100 35
Transparency

Board 71 71 95 37
Responsibility

Overall Scores 80 81 97 48
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Source: Thai Institute of Directors (IOD) of CG indicators
(CRG report, 2017)

2.5  Proposed Path of Conceptual Framework and Hypothesis
Testing

As described in a previous literature review, the author proposed
a path conceptual framework and three hypotheses as in figure 4.

Corparate H2

Govemance

Opporiunity
IManagement

H3

Figure 4: Conceptual Framework

3 METHODS

3.1 Quantitative Methodology

3.1.1 Research Design

In Thailand, CG and ERM are not at a high maturity level.
However, corporations or listed companies have been required to embed
CG and ERM, due to the SEC as a compulsory system of intentionally
disclosed company information to shareholders. The unit of analysis
thus accounted for approximately 749 Thai-listed corporations in both
SET and MAI (referred to in May 2018). The portions of each sector are
shown in figure 5.

A survey was employed as a generalization process (Babbie,
2007) to gather respondent preference on ERM and EROM. Validity
and reliability testing were both verify philosophically. As the
population is quite small, all the population was selected to rectify the
problem of a low respondent rate.
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Unit of Analysis

176, 23%
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Figure 5: Unit of Analysis

3.1.2 Data Management and Measurement Items

Both primary and secondary data were adopted for triangulation
with qualitative data. The survey instrument was used as the primary
data while the secondary data was gathered from reliable reports:
financial statements, CG and so on. As the majority of the analysis tool
was multivariate analysis thru Structural Equation Modeling (SEM), the
data violation of the assumptions was verified via normality,
multicollinearity, homoscedasticity and sample size

For the measurement items, there were three latent variables: CG,
ERM and OP, and their observed variables are presented in Table 2.

Table 2: Details of Variables

Latent Variable Observed Variable

CG Rights of Shareholders,

Equitable Treatment of Shareholders,
Role of Stakeholders,

Disclosure and Transparency,

Board Responsibilities

Internal Environment

Risk Identification

Risk Assessment

Risk Mitigation

Risk Monitoring

Non-Financial OP (Deducing a better
decision making in new business
arena, proactive strategy)

2. Financial OP (Return of Equity)

ERM

PORrONEPEORODNE

OP

3.1.3 Statistical Model

Both descriptive and inferential statistics were used to analyze
the data. For inferential statistics, SEM is suitable as this research looks
at the relationship between the observed and the latent variables (Foster
et al., 2006: 103). The latent variables were CG, ERM and OM. To
determine the path of the conceptual framework, the SEM model used
in this research was as follows:

CG= B, + BL.ERM @)
CG=y, +y,0M )
ERM= 29, + 0,0M ®3)

where S, = intercept between CG and ERM
B, = regression of coefficient between CG and ERM
¥, = intercept between CG and OM
¥, = regression of coefficient between CG and OM
a(0) = intercept between ERM and OM
d, = regression of coefficient between ERM and OM

3.2Qualitative Methodology

In-depth interviews were employed as a qualitative data
collection process. Thru path analysis was used for the qualitative part
of this study to determine which factors were related to each other. The
in-person interview was selected as the method of data gathering to
build a stronger rapport and trust with the participants. This method has
potential benefits as the researcher considered both verbal and non-
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verbal communication (Aurini, Heath and Howells, 2016). The
qualitative result will triangulate and support the research implications
later.

4 RESULTS

4.1  Descriptive Statistics

There were 175 organizations that responded to the research
questionnaire from 749 Thai listed-companies (23.4%). The respondent
rate was not very high as some Thai-listed companies had not
implement ERM formally and its maturity level seemed quite low.
Fortunately, nearly 90 percent of the respondents are currently working
in the ERM field (RM Committee and ERM Department), which
suggest high accuracy in the research findings (figure 6). Furthermore,
80% of the respondents have adopted COSO as an ERM standard and
principle. Most of the sectors returned the questionnaires at a rate of
approximately 10%, except the financial sector that had a higher
respondent rate (24%), due to the higher maturity level compared to the
other sectors. The greater the sample size the better the inferential
statistics. (Kumar, 2005) (Foster et al., 2006 :105)

RESPONDENT ROLE

l FMC | ERM Dept i Mot Directly Related
ADOTION OF ERM STANDARDS

B COSOERM g ISO31000 g Others

SECTORS

®Agro and Food = Corsumer Product wFinance

u I ndusTal W FroperTy and Constucticn @ Ressurces

mSeice wTechnclogy

Figure 6: Descriptive Statistics

4.2 Data Violation of Assumption Testing

Starting with the reliability and validity construction, all primary
data from the questionnaires had high reliability in the range 0.78 to
0.87. The construct validity accounted for above 0.80. The greater the
sampling size the better, in terms of inferential statistics. Kumar (2005)
stated that a large sample size should be employed, but it depends on the
number of observed variables. The sample size of 175 in this study was

suitable (12x(13/2)=78).
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For the multivariate normality, it was difficult to test; fortunately,
the author then tested the univariate normality thru a normality plot. The
result displayed that the observed value for each variable against the
expected value was located on a straight line; hence, it suggested a
normal distribution (Pallant, 2005). In terms of the relationship among
the independent variables themselves -multicollinearity- the variance
inflation factors (VIF) ranged from 1.8 to 7.1, which were less than 10.
Therefore, the multicollinearity was marginal. Lastly, the empirical data
did not violate homoscedasticity (figure 7).

Scatterplot
Dependent Variable: ID

Regression Standardized Residual

o 2 4
Regression Standardized Predicted Value

Figure 7: Homoscedasticity Testing

4.3 Hypothesis Testing Result

SEM is composed of two types of model: measurement and
structural. Both models had high values for the regression weigh, as
shown in the appendix. The hypothesis fixing is shown in figure 8.

0.46 FH* R?=0.60
H2
Corporate Opportunity
Governance Management
seske ke ek s
0.66 0.39
H1
H3

...—
¥ R-0.44

Chi square =32.787, df =18 p =0.02,
CMIN/df =1.822, GFI =0.956, CFI =0.986 and RMSEA =0.07
*p<.05, **p<.01, ***p<.001

Figure 8: Hypothesis Testing Result

Table 3: Hypothesis Result

Research Standardized P- Interpretation
- Regression Value Compared to
Hypothesis Weights Sig 0.05
Corporate 66 <.001 Support
Governance—> Hypothesis
ERM
Implementation
Corporate 46 <.001 Support
Governance > Hypothesis
Opportunity
Management
ERM .39 <.001 Support
Implementation = Hypothesis
Opportunity
Management
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4.4 Qualitative Findings

Apart from quantitative analysis, qualitative analysis was
conducted with interviews from eight managers across the industries
with nine in-depth questions. Based on the findings, they all agreed that
CG is a driving factor to implement ERM successfully. To be precise, a
high maturity in CG could be brought about by high maturity in ERM.
Interviewees interpreted “Opportunity Management (OP)” in different
ways but converged on the theme of OP: to their point of view, it is
about seizing the opportunity not only for the investment aspect, but it
also concerns new business arenas. Some interviewees from banking
agreed that successfully implementing ERM could lead to a high rate of
ROE. Finally, unfortunately, other interviewees from other industries
suggested that a good ERM system significantly increases good
management decisions. Therefore, the majority of interviewees
interpreted the direct relationship between ERM and OP in terms of
non-financial op. To CG, most of the interviewees concluded that CG is
not directly linked to good OP, but CG can lead to better business
assurance. Finally, they agreed that both CG and ERM are both partial
improvements for good OP. OP, as well as seizing opportunities, in
business needs multidisciplinary teams with a high level of cooperation.

5 CONCLUSIONS

Based on multivariate analysis, the collected empirical data could
be fitted to a model with acceptable statistical indices that gives high
explanatory power. The first objective in this study was to confirm the
relationship between CG and ERM. In Thai-listed companies across
industries, there was a convergence finding for both quantitative and
qualitative analyses that accounted for the strong relationship between
CG and ERM. For the empirical data, the factor loading (standardized
regression weight) between CG and ERM was significantly high (0.66
with p-value <0.001). All eight interviewees agreed that CG is a driving
factor for high ERM.

The second objective related to the causality among CG, ERM
and OP while ERM was a mediate variable. Based on the second &
third hypotheses, for the quantitative data, both ERM and CG were
found to be significantly associated with OP. Therefore, both ERM and
CG are strategic tools to identify and capitalize on opportunity in
business. Even CG and ERM both have positive relationships with OP,
from the quantitative analysis, they are significantly improved only for
non-financial OP, while the empirical data displayed an insignificant
correlation with the financial OP (p-value=0.145>0.05) (appendix2).
Fortunately, this finding is similar to the qualitative analysis that ERM
and CG are associated with OP in terms of non-financial OP.

6 DISCUSSIONS AND POLICY RECOMMENDATIONS

Thai-listed companies aim to enhance managerial and
shareholder performance as well as overcoming their competitors, while
other sources of funds could be derived from creating new business
arenas and inclining ROE to develop new shareholder OP. There are
many strategic tools to improve OP, yet, often, business assurance
aspects, like CG and ERM, are ignored. Previous studies quantified the
tangible benefits of CG and ERM in terms of preventative tools, while
this article tried to challenge the previous finding that CG and ERM
could significantly improve the OP by promoting good decisions in new
business arenas via a proactive strategy.

However, based on a mixed-method, both CG and ERM were
perceived to have a low correlation in terms of stimulating organizations
for long term growth due to an insignificant correlation to ROE.
Importantly, the low correlations among CG, ERM and financial OP
were derived from the low maturity level in CG and ERM in Thai-listed
companies. Some organizations only conducted CG and ERM to
comply with standards and regulations without understanding the other
prospective benefits of them. Thai-listed companies then conducted CG
and ERM only to align with regulators so they had low quality, low staff
cooperation and low support from leaders. Therefore, it could be
possible that if listed-companies undertook ERM and CG as an end-to-
end process, they could generate long term growth by inclining ROE.

Moreover, this research identified the same finding as in prior
studies about a strong correlation between CG and ERM. This means
that board responsibility, disclosure and transparency are significantly
associated with the implementation of ERM. Therefore, the role of the
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governance system from the management to the BOD can determine the
successful implementation of ERM.

For policy recommendations, the author will

organizational strategies from the research findings as follows:

. One tangible benefit of ERM and CG is to manage
opportunities by balancing risk versus opportunity. Hence,
management should communicate and display such tangible
benefits to related staff and the BOD to increase the level of
cooperation as well as participation.

. Nowadays, most Thai-listed companies undertake CG and
ERM in a piece-meal way: without coverage throughout
organization or an end-to-end process while being conducted
as individual projects, and this is why the empirical data
showed a low level of correlation among CG, ERM and
financial indicators. Accordingly, to stimulate growth and
develop the maturity of CG and ERM, organizations should
conduct CG and ERM following a top-down approach, as an
end-to-end process and in a regular system.

= A strong correlation between CG and ERM displays that
organizations should integrate these two systems to utilize
resources, reduce silos and make a strong governance
system.

propose

7 LIMITATIONS AND FUTURE RESEARCHS

This research empirically studied only two concepts relating to
improving OM: CG and ERM, while other factors can also lead to better
managing opportunities. Future research should find other theories
related to improving opportunity management. This research also found
that risk management can somehow seize opportunity; therefore, how to
determine an appropriate risk appetite for firms where they need to
balance taking risks and seizing opportunity? Therefore, future research
should focus on these two areas.

REFERENCES

Babbie, E. (2007). The practice of social research (Vol. 11). Belmont,
CA:Wadsworth. publishing company Committee of Sponsoring
Organizations of the Treadway Commission. (2004). Enterprise
risk management-integrated framework: executive summary &
framework. American Institute of Certified Public Accountants
(AICPA).

Aurini, J. D., Heath, M., & Howells, S. (2016). The how to of
qualitative research: Strategies for executing high quality projects.
SAGE Publications, Inc.

Barkus, E., Yavorsky, C., & Foster, J. (2006). Understanding and using
advanced statistics. Faculty of Health & Behavioural Sciences-
Papers, 393.

Fraser, J. R., Fraser, J., & Simkins, B. (2010). Enterprise risk
management: Today's leading research and best practices for
tomorrow's executives (Vol. 3). John Wiley & Sons.

34

Code 008

Kumar, R. (2005). Research Methodology: Step by step guide for
beginners. Thousand Oak: SAGE Publications, Inc.

Marchetti, A. M. (2012). Enterprise Risk Management Best Practices.
New Jersey: JohnWiley& Sons.

Pallant, J. (2005). SPSS Survival Manual (2nd ed.). London: McGraw
Hill.

Rosen, R. (2003). Risk Management and Organizational Governance:
The Case of Enron. Conn. L. Rev., 35, 1157-1180.

Ross, S.A., Westerfield, R.W., Jaffe, J., (2005). Corporate Finance, 7th
edition. New York: McGraw Hill Irwin.

Gillan, S. L. (2006). Recent developments in corporate governance: An
overview. Journal of Corporate Finance. 12(1), 117-130.

The Institute of Directors Association. (2017). Corporate Governance
Report of Thai Listed Companies (CRG). Bangkok: Thai Institute
of Directors Association.

OECD (2014), Risk Management and Corporate Governance,
Corporate Governance, OECD Publishing.
http://dx.doi.org/10.1787/9789264208636-en

APPENDIX

Intermal_En

CGScore

8

IhnmaEnl Immml Iﬂhknmnl lm;mm;m immq

© 0 0 6




INTERNATIONAL CONFERENCE ON APPLIED STATISTICS (ICAS) 2018, 24-26 October 2018

Code 009

Modified Estimator for Right-Censored Data in
Multiple Linear Regression Model

Sinjai Wisetdee” and Uthumporn Domthong

Department of Statistics, Faculty of Science, Khon Kaen University, Khon Kaen, Thailand
*Corresponding Email: sinjai9wisetdee@gmail.com
Email: uthudo@kku.ac.th

ABSTRACT

The objective of this research is to propose a parameter estimation method for Type | right-censored data in multiple linear regression model. The
proposed method, namely the Weighted Buckley and James (WBJ) method was developed from Buckley and James (BJ) method by using the Kaplan-
Meier Weighted method for weighting. This appears to obtain an effective parameter estimation method. The WBJ method is compared the efficiency
with two methods which are the BJ method and Smith (SM) method by using the simulated data set by the Monte Carlo simulation. The performance
criterion of each method is an average mean square error (AMSE). The result indicates that the WBJ method has AMSE smaller than the compared

methods in most situations.

Keywords: Multiple Linear Regression Model; Right-Censored Data; Parameter Estimation

1 INTRODUCTION

Linear regression analysis is a model that expresses the
relationship between independent variables and response variable. Some
data set in linear regression analysis is related to the lifetime study
which often results in censored data. Censored data is one of
characteristic of incomplete data. That is, we cannot determine the
duration of a failure or event of genuine interest within the study period.
This will affect the analysis and conclusion. In addition, if there is a
large amount of censored data, the accuracy of the estimation can be
reduced. In general, there are two types of right-censored data including
Type | right-censored data which cause from fixed censoring time in
advance, and Type Il right-censored data which cause from fixed
number of uncensored failure in advance. Censored data is usually
found in medical and public health research that is often interested in
survival time when given a drug to experimental units. The insurance
industry has studied the life insurance policy which relate to survival
time as well.

Researchers have studied the method of parameter estimation
when response variable was censored in several ways. For example,
Buckley and James (1979) presented a parameter estimation method for
right-censored data in simple linear regression model. The Survival
function proposed by Kaplan and Meier (1985) is used to calculate the
weighted values for the least squares formula of parameter estimation.
Smith (1986) presented the parameter estimation method for right-
censored data in simple linear regression model, adapted from Buckley
and James method using a constant value added to the parameter
estimation. Ersin and Dursun (2017) compared multiple linear
regression to linear regression when the response variable was censored
between weighted least squares using Kaplan-Meier weights for
weighting, and the synthetic data transformations using the Kaplan-
Meier estimator to calculate the weighted values for the response
variables. The researcher concludes that the parameter estimation
method for Type | right-censored data in the multiple linear regression
model by Buckley and James method, and Smith method give the
unbiased estimators.

In this paper, we propose the parameter estimation method for
Type | right-censored data in multiple linear regression model. Namely,
the Weighted Buckley and James (WBJ) method was developed from
Buckley and James (BJ) method using the Kaplan-Meier Weighted
method for weighting. This appears to obtain an effective parameter
estimation method. The WBJ method is compared the efficiency with
two methods which are the BJ method and Smith (SM) method in
various situations in term of sample size, censoring level of data.

We describe the estimation of linear model with right censored
data and the parameter estimation method in section 2, and the
Weighted Buckley and James Method and simulation study in section 3.
We present results in section 4, and we summarize this finding in
section 5.
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2 ESTIMATION OF LINEAR MODEL WITH RIGHT
CENSORED DATA

We consider the linear regression model
Ti:ﬂ0+xijﬂj+8i i=12,...,n j=12, ..,k (l)
where X;; are the independent variables of realized covariate which are
fully observed, T; are the response variables, s, g; are the parameters

to be estimated, and &; are independent and identically distributed with

mean zero and constant variance.
In matrix form, the model (1) is given by

T |1 X X1 o Xia || Ao &
To| |1 X1 Xo1 o Xpa | A | &2

= + or T=Xp+¢ 2)
Tn 1 Xin Xon - Xkn ][ Bk én

In practice, T; may be incompletely observed and the right-
censored by a variables at the location of the censored data (Tg) . We
consider the location of the censored data (R) from R=Pjy . of the
variables in data set by T; where P, . is the location of the percentile
at 100—c, c is a censoring level of data, and the information at this
position is Ty . In this case, instead of observing (T;, X;) , we observe the
data sets {(Ti, X, 6,),i=12 ..., n} with

Define Y; as the following:

T i<R .
Yi:{TR g =h20n (©)
Let &; be the index of the censored data.
5 :{l;Yi =T l12..0n @
0;Y; =Tg

where i is the location of data and Y; are the response variables of
censored data.
In the procedure of estimation in censored data, it can be said
that there are also two important assumptions:
I. T; and X; are independent.
Il. T; are the observed lifetimes, and X; are quantitative
variables.

We cannot be applied the ordinary least squares method for
estimating the model (2) because variable Y; includes censored
observations influence the biased estimators. To overcome this problem,
there are two popular methods such as Buckley and James (BJ) method
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and Smith (SM) method. In this context, several important studies can
be shown as follows:

2.1  Buckley and James method

Buckley and James (1979) presented the parameter estimation
method for right-censored data in simple linear regression model. The
survival function proposed by Kaplan-Meier (1985) is used to calculate
the weighted values for the least squares formula of parameter
estimation.

The parameter estimation procedure by the Buckley and James
(BJ) method is performed as follows:

Step 1 The initial parameters are estimated by using the least
squares method:

u
2 =X
ﬁ“u7 i=1

B i U _ guy2 (5)
(Xi =X7)
i !

au :Y_iu 7}5,u xu

(6)
where u is a number of uncensored data, X\ are the independent
variables of uncensored, Y are the response variables of uncensored
for i=12, ..,u, X! is a mean of independent variable of uncensored,
and Y isa mean of response variable of uncensored.

Step 2 The uncensored data give the partial error, and define
aY =0 as follows:

& =Yi - AX; )

where Y; are the response variables of censored data, and X; are the
independent variables ;i=1, 2, ...,n.

Step 3 The partial error sort from the lowest number to the
largest number.
Step 4 The survival function is derived from
éi -1 n—I

i §(|) .
lzl(n—luj ,i=12,..,n ®)

where | are the rank of error values, n is a sample size ;n=r+u,
and r is a number of censored data. &; is the index of the censored data
;i=1 2, ...,n where & =1 is for the uncensored data, and 5; =0 is for
the censored data.

Step 5 The survival functions are applied to the cumulative
distribution function.

F=1-5 9)

Step 6 The cumulative distribution functions are applied to the

weighted values.

Wi =Fy
Wz = |£2 - Iel
(10)

W =Fy —Fng

Step 7 We take the weighted value from step 6 to obtain Y;*

n
D WY - AYXi)
Yi>k :,é“xi +—|:1 = (11)
1-F
, and the parameter estimate by BJ method is as following:
u _ n _
DX = X)+ V(X - X)
/}BJ _ i=1 - i=u+l (12)
D (Xi-Xx)?
i=1

where X is a mean of independent variable.
Step 8 The estimator is replaced in step 2, and iterate from step

2-8 until |ﬁé”j) - A0 <0001, then we stop the process where m is

the number of iteration in the estimation of g; .
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Step 9 We computed the fixed parameter estimator of the
regression model (ag;) from

" 1 u n . o
agy == Yi+ D Vi -(BesX) .
Nia o iam
Step 10 The regression model with the estimators from step 8
and 9 is

(13)

Yi =éBa + BeaXi (14)
where Y; are the predicted response variables as derived from Buckley
and James method i ;i=12,...,n.

2.2 Smith method

Smith (1986) presented the parameter estimation method for
right-censored data in simple linear regression model. This method was
adapted from Buckley and James (1979) using the constant value added
to the parameter estimation.

The parameter estimation procedure by the Smith (SM) method is
the same as for Buckley and James in steps 1-6. Then, step 7 is
performed as follows:

Step 7 We take the weighted value from step 6 to obtain Y;*

n
Wi - 4Xq)
Y= UG+ - (15)
1-F
then, the predictive value was calculated from the response variable of
the censored data.

Y™ =Yisi +Yi"(L-8) (16)
Thus, we have i =1+Y; — BYX; +Y] @an
and the parameter estimate by SM method is as following:
u —_— ~
> (Xi = X)(Sipi) -]
fsm == (18)

n -
> Xi-X)?
i1

Then, perform steps 8-10 as the procedure of BJ method in
section 2.1.

3 METHODS

3.1  Weighted Buckley and James Method

The Weighted Buckley and James (WBJ) method was developed
from Buckley and James (BJ) method using the Kaplan-Meier Weighted
method for weighting.

The parameter estimation procedure by the WBJ method is
performed as follows:

Step 1 We estimate initial parameters using the least squares
method:

BY = (X X)X YY) (19)
where BY is a (4x1) parameter vector to be estimated of uncensored

data, X" isa (ux4) independent variable matrix of uncensored, Y" is
a (ux1) response variable vector of uncensored, r isa number of
censored data, u isa number of uncensored data and n is a sample
size where n=r+u

Step 2 The uncensored data give the partial error, and define
a" =0 as follows:

& =i — A" Xis — 2" Xi2 — B Xia

where X;; are the independent variables i=12,...,n, j=12,3.

(20)

Step 3 The partial error sort from the lowest number to the
largest number.
Step 4 We find w; by using Kaplan-Meier Weights.

%)

i-1 5
n—1 °0 .
Wy = ,i=2,3,..,n
1 n—l+1H[n—l+lj

1=1

1

Step 5 We take the weighted value from step 4 to obtain Y;*
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Yi* = B Xig + By Xig + B3 Xig + Wi (22)
, and the parameter estimate by WBJ method is as following:
u n
DVilXij= X))+ DN (Xij - X))
ANBJJ- _ =l i=u+l (23)

L RY,
2 X = X))
i=1
where )?]- are the mean of independent variables j ; j=12,3.
Step 6 The estimator is replaced in step 2, and iterate from step

- il | z(M (m+1)
2-6 until 8, *ﬂ\NBJJ
where m is the number of iterate in the estimation Ayg; .

Step 7 We computed the fixed parameter estimator of the
regression (ag;) from

s 1 u n N A —_ A —_ A —
Qyey =H{§Yi +_ZlYi 3= (Bues, X1+ Bues, X2 + Bumiz X3)

i=u+

<0.001 for j=1, 2, 3, then we stop the process
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Step 8 The regression model with the estimators from step 6
and 7 is

Y; =éips +&NBJlxi1 +ANBJ2Xi2 +ANBJ3Xi3
where Y; are the predicted response variables as derived from Weighted
Buckley and James method i ;i=12,...,n.

To gain some understanding of how well the mentioned methods
work, we obtained the predicted response variables obtained by the BJ
method, SM method and WBJ method under the four different
censoring levels. Moreover, in order to assess the performance of the

regression parameters, we use mean squared error (MSE) and average
mean square error (AMSE) which can be calculated as,

(25)

n ~
Z(Tti -Y)?
MSE; = 1=L i=12...n (26)
t=12..,L
L
> MsE
AMSE ==L - ; respectively 27

where T,; are the response variables before censored, Yy are the
predicted values of the response variables, L is a number of iteration,
MSE; are the mean squared errors of the predicted response variables,
and AMSE is a average mean square error of the predicted response
variables.

3.2 Simulation Study

We carried out a simulation study to compare the performance of
three methods which are BJ method, SM method and WBJ method.
There are 1000 simulation runs (L=1000Q in four different sample

sizes n=20, 50,100 250 and censoring levels ¢ =5%, 10%, 25%, 40% .
The simulation process is as follows:

Step 1 We generate Xj;, X2, Xiz. &, i=1 2, ...,n from
Xi1 ~N(505), Xijo ~exp@), Xiz3 ~exp@) and & ~N(0,1) respectively.

Step 2 The response variables T; are computed according to a
censored multiple linear regression model

Ty =a+ AiXig + foXio + P3Xi3 + &

where «=6.63 B =-0.09, S, =0.15 B3 =0.06.

The correlation coefficients between this three independent
variables are test by hypothesis test of correlation. We fail to reject the
null hypothesis that is the population correlation coefficient equals 0.
That is independent variables do not correlate among all three variables.

Step 3 Determine the variables at the location of the censored
data (TR) . We consider the location of the censored data from
R=Pygo_ Of the variable data set by T; where ¢ is the censoring level
of data at the predetermined, and the information at this position is T .

Step 4 Define Y; as the following:

Ti;i<R
Yi = )
Tr;i2R

[i=12,...n (28)

;i=1,2,...,n (29)
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Let 5; be the index of the censored data.
1; Yi ZTi .
= = 30
Si {O:Yi:TR i=12,..,n (30)

where i is the location of data, and Y; are the response variables of
censored data.
Step 5 We replace estimator Y;, Xj;, Xj», Xj3 to parameter

estimate from multiple linear regression models by BJ method, SM
method and WBJ method, and apply to the regression model to predict
the value of the response variable.

Step 6 The mean square errors (MSE) are computed for
predicted response variables in all three methods.

Step 7 We do steps 1-6 until the iteration L .

Step 8 The average mean square errors (AMSE) are computed
for the predicted response variables, then the AMSE was obtained to
compared the efficiency among with three methods.

4 RESULTS

We consider the results to compare the performance of the
proposed method, the Weighted Buckley and James (WBJ) method
with two other methods which are Buckley and James (BJ) method, and
Smith (SM) method based on multiple linear regression model. Results
are summarized in Table 1 that is obtained from 1000 simulated data
sets for each of sample size.

Table 1: AMSE of the predicted response variables for comparing the
BJ method against the SM method and WBJ method for each of sample
size

SAMPLE  CENSORING METHOD
size (N)  LeveL (C) . M WE)
20 5 1.745164 2.602128 1.738794
10 1.822769 2.592627 1.814571
25 2.177049 2.563205 2.163901
40 2.740161 2.469241 2.726279
50 5 1.519240 6.468427 1.517165
10 1.575361 6.204307 1.573417
25 1.828830 3.536587 1.820504
40 2.362435 2.886356 2.354043
100 5 1.483347 7.766724 1.481595
10 1.512707 6.959025 1.508147
25 1.769666 3.851242 1.764586
40 2.261319 3.010281 2.252690
250 5 1.464766 13.826271 1.462846
10 1.487494 7.065841 1.485306
25 1.715469 5.966119 1.710157
40 2.205418 3.663860 2.197949

Table 1 shows AMSE for comparing the BJ method against the
SM method and WBJ method. The results show that for all sample size,
the WBJ method gives higher AMSE when the censoring levels of data
increases. The WBJ method has smaller AMSE than the compared
methods in most situations, except the SM method has smallest AMSE
for sample size equal to 20 and high censoring level of data c = 40% .

5 CONCLUSIONS

In this study, we proposed a parameter estimation method for
Type | right-censored data in multiple linear regression model, namely
the Weighted Buckley and James (WBJ) method. The WBJ method is
proposed for predicted response variables. The performance criterion of
each method is an average mean square error (AMSE). The result
indicates that for all sample size, the WBJ method gives higher AMSE
when the censoring levels of data increases. Moreover, the WBJ method
has AMSE smaller than the compared methods in most situations. So,
the WBJ method is efficient parameter estimation method for Type |
right-censored data in multiple linear regression model.
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ABSTRACT

Indonesia is a country with the fourth largest population in the world where the majority of the population consumes rice as its staple food. Indonesian
people need approximately 82.0 million tons of paddy in the year of 2019. Stability in providing rice is one of the most important things to create a
stable social-economic and political condition. Paddy production is estimated by BPS-Statistics Indonesia cooperated with the Indonesian Ministry of
Agriculture (MoA). MoA estimates paddy field areas using eye estimate, and BPS together with MoA estimate paddy productivity using a crop
cutting technique that called ubinan. By multiplying those two information, we get paddy production estimation. Ubinan is conducted by using a
square equipment consisted of twelve related sticks and a scale. The weight of ubinan's equipment is about twelve kg. In addition to its heavy
equipment, field officer should also follow the ubinan's procedure included how to get ubinan's plots randomly. By following the right procedure then
the productivity estimation will have minimum error or in other words we can get data estimation that could represent the real condition. Bearing this
in mind, we conducted research in Subang-regency to see whether the data got from field officers could represent the real condition. By using paired
sample t-test, researchers concluded that there are no differences between ubinan results did by field officers a year ago and by officers under
researcher’s supervision. It means that field officers had done ubinan using the right procedures. Implicitly, paddy productivity estimation could
represent the real condition. By using independent sample t-test, researchers concluded that there are no differences between ubinan results did by
field officer from BPS and from MoA. It means that all field officers either from BPS or from MoA had done ubinan using the same procedures.

Keywords: crop cutting; productivity; t-test.

1 INTRODUCTION Agriculture (MoA). MoA estimates paddy field areas using eye
estimate, and BPS together with MoA estimate paddy productivity

11 Background using a crop cutting technique, which is called ubinan. By

Indonesia is a country that its people are depended on rice as multiplying those two information, we get paddy production
their main food. So if we talk about Indonesian food tenacity then we estimation. Ubinan tool has measurement in square form 2.5 m x 2.5
talk about rice production respectively which is it should be enough m by connecting 12 pipe sticks one to the other. If field officers do
for all Indonesian people. Based on Indonesian development ubinan following right procedure, then paddy productivity estimation
planning in food and agriculture for 2015-2019, Indonesian people would not have leaning over or under estimation. However, the
would need about 82.0 million tons of paddy in the year of 2019, heavy tool is one possibility that could make data inaccurate (based
24.1 million tons of corn, and 1.92 million tons of soybean (RPIMN on report of comparative study done by Japan International
2015-2019 page 8). Although Indonesian government has had food Cooperation Agency (JICA) and MoA), ubinan plot samples that
diversification policy, rice is still as main food for Indonesian people. located far away form the road which make field officers should do
About 95 percent Indonesian people are still consuming rice as their walking to reach that location is also barrier to get accurate data.
main food. For Indonesian people, rice is not only as the main food Based on those conditions, it’s looked that researchers need to do
commodity but it also as income source for about 21 millions research to test the accuracy of paddy productivity data.
households (Suryana, 2002 in Dewa, 2007). Even, eating rice o
becomes food habit for Indonesian people. They think that they do 1.2 Problem identification
not eat yet if they do not eat rice yet. Based on Indonesian social Based on explanation in background above, there is tendency
economic survey in 2013, rice consumption per capita for Indonesian that some field officers conducting ubinan plot do not follow ubinan
people is about 85.51 kg a year. It is higher than rice standard procedure because of the heaviness of ubinan tool. Some field
consumption per capita from FAO (Food and Agriculture officers have tendency to increase production in ubinan as well. So
Organization) which is about 60 to 65 kg a year. researchers have questions as follows:

Food position in development era has very strategy position, 1) Do ubinan results conducted by field officers and ubinan
we could not delay to provide it, and we could not substitute it with results controlled by research team have the same result in
other material as well. Providing enough food for people is an average?
important part in national development to prevent socio-economic 2) Do ubinan results conducted by field officers from BPS
and political stability. So, having accurate data related to provide and MoA have the same result in average?

rice production data is very important.

Data are the basic information for government to make policy. 1.3 Research goals and benefits

Using good and accurate data, government would have good policy Research goals:

as well. Furthermore, having good and accurate food production 1) To identify the mean difference between ubinan results
data, government would have good policy in food sector and it would conducted by field officers and ubinan results controlled
have strong tenacity food at the end. by research team.

Paddy production could be improved through extensification 2) To identify the mean difference between ubinan results
such as makes cultivation area wider, rehabilitates irrigation conducted by two groups of field officers those are
facilities. It also could be done by increasing its productivity. between field officers from BPS and MoA.

Productivity itself is one variable to estimate paddy production Research benefits:
besides harvesting areas. Till now, Paddy production is estimated by 1) It could give information and fact for development of
BPS-Statistics Indonesia cooperated with the Indonesian Ministry of production statistics and agriculture in the future, so
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Indonesian agriculture sector would have higher
competitive power and food self-sufficient that could be
achieved.

2) It could give knowledge and information for BPS
Indonesia and Ministry of Agriculture so that it could be
useful for the people in general.

2 THEORY

2.1 Data productivity collecting

Data productivity collecting of food crops have been done
using sample through “ubinan” survey by household approach. Food
crops are wet land paddy, dry land paddy, corn, soybean, ground
nuts, green nuts, cassava, and sweet potatoes. In this research, we
only use paddy crop. Data productivity collecting method uses direct
measurement to the sample plots of ubinan and interview to the
selected farmers asking for paddy planting related characteristics
such as the usage of fertilizer, seeds, pesticide, and others.

Ubinan survey is conducted every year. Its implementation is
divided into three periods or sub rounds; those are sub round |
(January-April), sub round Il (May-June), and sub round Il
(September-December). Ubinan samples are chosen from the
agriculture households that have paddy plantation in a certain sub
round. So before samples are chosen, household listing is conducted
in every chosen census blocks in the last month before sub round.
Census block is part of village as working sample area consisted of
80 to 120 households that has clear natural boundary such as river,
train road, and etc. The sample unit of ubinan survey is the
agriculture household that has paddy harvesting.

Paddy production data is estimated by multiplying harvested
area with production per hectare (productivity). Harvested area data
is estimated from agriculture survey reports conducted by field
officers from agriculture ministry and productivity data is estimated
using ubinan survey conducted by field officers from BPS and
agriculture ministry.

2.2 How to do Ubinan

There are several things that should be understood by field
officers in doing ubinan, those are about ubinan tool, ubinan
procedure, and farmer interviewing related to the paddy production
in the paddy area sample where ubinan plot is conducted.

2.2.1 Ubinan tool

The whole ubinan tool is consisted of ubinan tool its self, scale
with tripod to hold the scale in the field, and an ubinan bag. Ubinan
tool is a square form tool consisted from 12 sticks of measurement
pipes and 4 iron pin that used for holding or fasten every angel curve
pipe. 12 measurement pipes are consisted of 4 top pipe sticks, 4
middle pipe sticks, and 4 base (starting point) pipe sticks. It also has
4 angle curve pipes. Every pipe could be connected to each other so
it would make square shape that has 2.5 meter by 2.5 meter in area.

2.2.1.1 Scale and tripod

Scaling tool is used to weight paddy seed got from ubinan.
Weighting should be done in high carefulness to get high accuracy in
productivity data (scale provides measurement level till gram in
weigh). Tripod is used to hold the scale in the field, so field officers
could do measurement in high accuracy.

2.2.1.2 Ubinan bag

This bag is used as a place to put ubinan tool, scale, and tripod. The
purpose is to make field officers easier to bring the whole ubinan tool
in the field. This bag is made from material that could not be
emerged by water.

2.2.2 Ubinan procedure

Ubinan plots are conducted by field officers from BPS and
ministry of agriculture in district level. Steps in doing ubinan survey
are as follow :

Deciding starting point in paddy field plot
Deciding starting point of ubinan plot
Doing ubinan plot (paddy crops cutting)
Thrashing and cleaning of paddy seeds
Weighting the clean paddy seeds
Interviewing farmer
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The first step in doing ubinan is field officer decides starting
point in paddy field plot. Starting point is in south-west corner of the
plot. The second step, field officer decides starting point of ubinan
plot. How to do it, firstly field officer does stepping forward on the
side of paddy field plot start from west to the east then from south to
the north. Secondly field officer decides ubinan starting point
randomly by using random table. After getting starting point of
ubinan plot, field officer starts to do ubinan plot procedurely using
ubinan tool. Furthermore, paddy clumps in ubinan plot is
harvested/cutted by farmer as he/she does as usual (harvesting is not
done by field officer). After paddy be harvested, field officer do
counting how many number of paddy clumps in ubinan plot.

Thrashing and cleaning of paddy seeds got from ubinan plot is
conducted by farmer soon after paddy being harvested as he/she does
as usual (thrashing and cleaning is not done by field officer). The
last but not least in doing ubinan is to do weighting (scaling) of
paddy production that have been cleaned by the farmer. Weighting
should be done in high carefulness, because having accurate
measurement we could get high accuracy estimation in productivity
data of paddy. Weighting should be done by field officer.

Figure 1: a set of ubinan tool

After finishing all ubinan working till weighting, field officer
does interview to farmer (the owner of paddy field) to get the
supporting information in cultivating paddy such as the variety of
paddy, the usage of fertilizer, pesticide, and so on.

3 METHODS

3.1  Method analysis

Research location was in Subang regency, West Java. Subang is
one of paddy production center in West Java. Sample of ubinan plots
in this research are subsample that were selected from last year
sample of Subang’s ubinan plots from BPS Indonesia. From three
sub rounds provided in a year, researchers only used two sub rounds
those are sub round 111 (September-December) 2013 and sub round |
(January-April) 2014 because of limitation of time and research
expenses. The reason why using subsample from last year sample of
Subang’s ubinan plots because researchers want to compare the
ubinan results got from field officer and ubinan results controlled by
researchers in the same plots. Paired samples t-test was used to
answer the research question. Plot sample used in this research were
selected randomly from Subang’s ubinan plot sample one year ago
(only sub round 11l and | sample) using systematic linear random
sampling. 13 plots sample were chosen.

Paired sample t-test is used in this research to see the
significance of paired sample mean between ubinan results got from
field officer and ubinan results controlled by researchers in the same
plots. Hypothesis in paired sample t-test is as follows:

H,:m =0 Vs H,:uy #0 (for two ways testing)
H, @y, <0 (for one way testing)
H, 1y >0 (for one way testing)

In this research, we only use two ways testing. Statistical testing is
t-test with formula as follows:

o) (1)
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a:%zdi ) di = (Xli — Xy

88 = (Xd7-nd")

n = number of paired samples

x1i = the i observation of the first group (ubinan result got from field
officer)

X2i = the i observation of the second group (ubinan result controlled
by researcher)

Rejection area for two ways testing is as follows:

if or _
t> t(%’n_n t< t(%m

Rejection area for one way testing is as follows:

if t>t,,p ad t<-t

this testing has assumption normality in different data (d;), violation
to this assumption then we can not use this statistical testing as the
method analysis. As its replacement, we could use a nonparametric
statistical method that theoretically it doesn’t need any assumptions.
That statistical method is Wilcoxon signed rank sum test.

Wilcoxon signed rank sum test can be useful to see the
comparation of the paired sample data. The data could be in ranking
or in quantitative but not normal. It uses differences between each
paired data (d;). Let d; be the difference score for any matched pair,
represetating the difference between the pair’s scores under two
treatments X and Y. That is, d; = X; — Yi. If d; = 0, such pairs are
dropped from the analysis and the sample size is reduced
accordingly. Rank all of the d;’s without regard to sign; give the rank
of 1 to the smallest Id;l, the rank of 2 to the next smallest, etc. when
two or more d; have the same magnitude, the rank assigned is the
average of the ranks which would have been assigned. After every d;
has its rank, then to each rank affix the sign of the difference. That
is, indicate which ranks arose from negative di’s and which ranks
arose from positive di’s. Thus, we sum those ranks having plus sign
(T*) and sum those ranks having minus sign (T"). when Hy is true,
we would expect the two sums to be about equal. But if the sum of
the positive ranks is very much different from the sum of the
negative ranks, we would infer that treatment X differs from
treatment Y, and thus we would reject Ho. For small samples (n <
25), to decide either accepting or rejecting Ho we use statistical test
T. T is equal sum of positives ranks or negatives ranks that has
smaller value. If T < value from Wilcoxon table in a certained o
thus we would reject Ho. For large samples, when n is larger than 25
then Wilcoxon table can no longer be used. However, it can be
shown that in such cases the sum of ranks is approximately normally
distributed. In this research, because our samples are 13 thus we use
Wilcoxon table to decide rejecting Ho.

Independent samples t-test in this research is used to see the
significance of independent sample mean between ubinan results
done by field officers from BPS and MoA. The reason why
researchers want to compare ubinan results from those two groups,
we want to see if there is no tendecious to increase ubinan results and
they follow the right ubinan procedures that have been made. this
testing requires that the variables used are approximately normally
distributed and assumes the variances of the two groups used are
equal in the population (homoscedasticity of variance). violation to
these assumption either one or both of the group data, then we can
not use this statistical testing as the method analysis. As its
replacement, we could use a nonparametric statistical method that
theoretically it doesn’t need any assumptions. That statistical method
is Mann-Whitney U test. To test normality data, researchers use the
Shapiro-Wilks testing; and to test homoscedasticity of variance,
researchers use the Levene test of equality of variances.

The null hypothesis for the independent t-test is that the
population means from the two unrelated groups are equal, as
follows:

a,n-1)

Hy:m-m=0vs H:p—u#0 (fortwoways testing)
H,:m-m,<0  (for one way testing)
H,:m-m,>0  (for one way testing)

when variances population (o2 and o,?) are not known assuming
they are both the same and sample is small, the test statistics are as
follows:
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(= (fl _fz) - (/771 _”72)
RS @
n.n,
Where: _ -8+ (n,-1) 82
’ ntn, -2

And df =n; +n; -2
Sp is pooled standard deviation
Rejection area for two ways testing is as follows:

if or

1> t(%‘anZ—Z) i< _t(%‘)xl-msz)
Rejection area for one way testing is as follows:
if t> t(a,n1+n2—2) and t< 't(a‘nmz—z)

Mann-Whitney U test could be used in this research when
there is an assumption violation in using independent samples t-test.
Using this method, it decides that n; is the number of observation
from the smaller group in those two independent groups; and n; is the
number of observation from the larger group accordingly.

Say we have two samples from two populations, A and B. then the
Hypothesis:

Ho : A and B have the same distribution.

H: : Aand B have not the same distribution.

Steps of testing:

o firstly, all observations from those two groups are merged

e then observations are ranked from the smallest score till

the biggest (if there is an observation with the biggest

negative score, it has the first ranking). If there are the
same scores, then they have the same ranking by making
them averaged.

e Calculate the U value.

For small sample (n, < 9), The value of U is calculated by
counting how many score from the smaller group precedes the score
from larger group. For example: we have two independent groups, A
and B. A has three observations 9, 11, 15 and B has four
observations 6, 8, 10, 13; so n; = 3 and n, = 4. By these kind of
data, the value of U is 3. One score from A preceded score 10 from
B, and two scores from A preceded score 13 from B. By using ny, ny,
and U values we can get p-value from Mann-Whitney table for small
sample. With significant a, we can conclude to reject Ho if p-value
<a.

For medium sample (9 < n, < 20), The value of U is calculated
using the formula as follows:

+ nl(n£+l) R

U=nn, or 3)

n,(n, +1)

U=nn,+ R, @)

R, is the total ranking from smaller group (ni)

R; is the total ranking from larger group (ny)

The smaller value of U is used as statistics testing. There is a
relationship between those two U’s as follows:

U=nn,-U'
if the value of U calculation is less than the value of U from table
than we decide to reject Hy in a certain significant level (o).
For large sample (n, > 20), the statistics analysis could be

approximately estimated by standard normal distribution Z using the
formula as follows:

7= %
s,
where: W = % (1. ny) and

Guz = 1/12 {n1. Ny (n1+ np+ 1)}
In this research, because our samples are 13 thus we use Mann-
Whitney table to decide rejecting Ho.

Shapiro-Wilk test is used to test normality data. The reason
why this test is used in this research, because it is suitable for small
simple (n < 30) besides it has more simple formula compare to other
normality testing. Its formula is as follows:

bz

s ®)
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Where:
b= z ai (Xn+1—| X|)
i=1
SS = Zn:(xi -x)?

n is the total sample

m=n/2 ifniseven

m = (n-1)/2 ifnis odd

a; is the weighting score from Shapiro-Wilk tablel

Hypothesis in Shapiro-Wilk test is as follows:

Ho: data are normally distributed

H;: data are not normally distributed

From the W value, we can get p-value from Shapiro-Wilk table2. if
p-value is less than a, we decide to reject Ho.

Levene test is used to test homoscedasticity data. The null
hypothesis for this test is that the population variances from the two
or more unrelated groups are equal, as follows:
Ho:o1=0o=...... =0k
H; : oi # o;for at least one pair (ij).

The formula of Levene test is
(n-k)3kymi 2~ Z.) .

T k-0 IR, 2 2 20 ©
Where:

n is the number of total observations

k is the number of groups

Zi=|Yj- Y

Y,. is the average of groups i

Z; is the average of groups Z;

Z . is the overall average of Z;;
Rejection area for this testing is as follows:
if F > Fouknk

This research covers paddy fields which are ready to be
harvested in Subang regency, West Java province. Sample ubinan
plots in this research are subsample ubinan plots a year ago from
Subang regency. Collecting data uses direct research doing
harvesting to the paddy plots. Field research was conducted by team
supported by field officers using formal procedure under supervising
research team leader.

Data were processed using SPSS and Excel in Institute of
Statistics.  So decision in rejecting hypothesis was based on
statistical testing for the final result.

4 RESULTS

13 agriculture households from ubinan samples chosen as
samples in this research would be as ubinan control, one agriculture
household will give one ubinan plot. And 13 ubinan regular which
are conducted a year before as samples are seven plots from MoA’s
field officers and six plots are from BPS field officers. The data are
as follow (in Kgs):

Table 1: ubinan control and ubinan regular results (in Kg)

Sample UBINAN CONTROL UBINAN REGULAR

Number
1 469 5.50 (KCD)
2 5.15 6.00 (KCD)
3 3.41 5.35 (KSK)
4 230 2.50 (KCD)
5 5.15 3.52 (KSK)
6 219 3.87 (KSK)
7 3.97 4.12 (KSK)
8 417 3.23 (KSK)
9 3.15 3.60 (KSK)
10 4.80 4.60 (KCD)
11 407 4.21 (KCD)
12 4.83 4.41 (KCD)
13 484 3.90 (KCD)

4.1 Normality testing

The distribution of data difference between ubinan regular
results conducted by field officers and ubinan control results
supervised by researchers is followed normal distribution with 5%
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significant level (see Table 2 below). From Shapiro-Wilk testing we
got p-value 0.984, it means that paired samples t-test can be used to
test the mean difference between those two groups of ubinan results

Table 2: Normality testing of data difference between ubinan
regular and ubinan control

Shapiro-Wilk
Statistic W n Sig.
Diff 0.981 13 0.984

Moreover, the distributions of those two group ubinan results
data conducted by field officers from BPS and conducted by field
officers from MoA followed normal distribution with 5% significant
level (see Table 3 below). From Shapiro-Wilk testing we got p-value
0.739 and 0.181, both of them mean that independent samples t-test
can be used to test the mean difference between those two groups of
ubinan results.

Table 3: Normality testing of ubinan results conducted by KCD
(officers from MoA) and KSK (officers from BPS)

Shapiro-Wilk
Statistic W n Sig.
KCD 0.962 7 0.839
KSK 0.858 6 0.181

4.2 paired samples t test

This testing is used to test whether ubinan results conducted
by field officers are different in average with ubinan control results
supervised by researchers. From paired samples t-test, we got t-
value 0.683 (see Table 4 below), and we got t(.2512) from t-table
2.179. It can be concluded that there is no different between those
two ubinan results group conducted by field officers and supervised
by researchers with 5% significant level.

Table 4: Paired Samples Test

Pair 1
Regular — control
Paired Mean 0.18846
Differences | Std. Deviation 0.99502
Std. Error Mean 0.27597
t 0.683
df 12

The result from Levene’s test showed that there is not
significantly different in variances of those two groups between
ubinan conducted by field officers from BPS and MoA with 5%
significant level. From Table 5 below we can see that the value of F
calculation is 0.554.

Table 5: Test of homoscedasticity of variance

Ubinan result
Equal variances assumed
0.554
0.472

Levene’s Test for F
Equality of Variances Sig.

The result from t test between ubinan conducted by field
officers from BPS and MoA showed that there is no significantly
different in the average of ubinan results from those two groups with
5% significant level. From Table 6 below we can see that the value
of t calculation is 0.914.

Table 6: Independent Samples Test

Ubinan result
Equal variances assumed
t-test for t 0.914
Equality df 11
of Means | Mean Difference 0.49738
Std. Error 0.54388
Difference
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5 CONCLUSIONS AND SUGGESTIONS

5.1 Conclusions

The difference of paired sample mean between ubinan results
got from field officer and ubinan results controlled by researchers is
not statistically significant with 5% significant level. It could be
indication that field officers have already followed procedure in
doing ubinan; in other word, data of paddy productivity in Subang
regency represent real field condition.

Furthermore, ubinan results conducted by field officers from
BPS and MoA in average are not statistically different with 5%
significant level.

5.2 Suggestions

working spirit of field officers and the way they do paddy
ubinan could be hold as usual. However, upgrading of their working
quality could be done to refresh their knowledge and to remain them
about updating procedure and methodology by giving them trainings
such as ubinan training especially for new field officers.

Supervising and controlling to them (field officers) in doing
field workings could be done continuously to reduce improperly
mistakes.

Government needs to have integrated field activities schedules
among surveys, so field officers could be more concentrate when
they do some working (survey).
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ABSTRACT

Body mass index (BMI) and blood chemistries are the indicators of both noncommunicable diseases (NCD) and metabolic syndrome (MS). BMI is
the most convenience to access and will be the independent variable to monitor the dependent blood chemistries: fasting blood sugar (FBS),
triglycerides (TG), Total Cholesterol (TC), high-density lipoprotein cholesterol (HDL), low-density lipoprotein cholesterol (LDL). A private
university has a healthy campus vision and gathered the annual individual personnel medical check-up reports into the personnel health database. The
prevalence of BMI = 30 kg/m? was 13% in 2015. The association of BMI and blood chemistries is the information to create a university campaign
against obesity and noncommunicable diseases. The 1,020 medical check-up records of university personnel in 2015 (females, n=568, 56%) with age
profiles: minimum, maximum, and average are 24, 78, and 47.60 years, respectively. The descriptive statistics, Shapiro-Wilk normality test, log
transformation, and Pearson correlation are applied to the medical check-up data. There was no association between BMI and Total Cholesterol (TC)
(r=0.031 p=0.316), a negative association with high-density lipoprotein cholesterol (HDL) (r=-0.371, p<0.001), and a positive association with
triglycerides (TG) and the log transformation of TG (r=0.326, p<0.001, and r=0.369, p<0.001), and fasting blood sugar (FBS) and the log
transformation of FBS (r=0.274, p<0.001, and r=0.318, p<0.001). BMI showed very weak association with LDL (r=0.080, p=0.011). Creating health
awareness campaign for university community members, the development of the multivariate model on age, sex, BMI, and daily behaviors (eating,
smoking, alcohol, exercise, and etc.) to predict biochemistries of a person and verify with the medical check-up reports would be designed.

Keywords: body mass index; blood chemistries; correlation; normality test

1 INTRODUCTION independent variable to monitor the dependent blood chemistries:
L L fasting blood sugar (FBS), triglycerides (TG), Total Cholesterol (TC),
World Health organization (WHO) has been publicized that high-gensitylipo%rot(ein cl)wolesgte);OI (HDL(), ar)1d Iow-densitylipopr(otei)n
noncommunlcable diseases (NCDs) kill 40 million people globally each cholesterol (LDL). Jayathavaj & Boonya (2018) studied the annual
year, equivalent 10 70% .Of all deaths. (WHO, 2017a). '_I'h_e total ”“m,be’ medical medical check-up reports from the personnel health database of
of NCDs deaths in Thailand were 393,000 of 68.6 Million population 5 hrjyate university and projected that the steady state prevalence of MS
(5.72:1,000), WHO survey shows that Thailand is among the top ten s private university was at 7.5%. This private university needs to
performers fo_r NCDs prevention and cont_rol (WHO, 2017b). build awareness on MS among their university personnel in order to
_In Thailand health surveys by medical check-up 2004, the survey  q;5nort their healthy campus vision. The preliminary statistical report
classified metabolic syndrome when a patient has diagnosed at least 3 of on the association of BMI and blood chemistries is needed to setup the
the following 5 conditions: fasting glucose = 100 mg/dL, blood campaign against NCDs and MS effectively.
pressure =130/85 mm Hg, triglycerides =150 mg/dL, high density
lipoprotein cholesterol <40 mg/dL in men or <50 mg/dL in women, 2 METHODS
waist circumference = 90 cm (40 in) in men or =80 cm (35 in) in
women; if Asian or Body Mass Index (BMI) >30 kg/m? (Ekpalakorn, 2.1 Medical Check-up Reports

2016; Alberti etal., 2009). ) In 2015, 1,508 university personnel had been attended annual

_ BMI is anthropometric measurement tools for obesity, to  physical examination. The responsible unit gathered annual personnel
facilitate the prevention of metabolic syndrome. (Shiwaku et al., 2004). medical check-up reports into the digital personnel health database, the
Appropriate BMI for Asian population is shown in Table 1 (Ekpalakorn,  yecord contains employee code, name, age, sex, weight, height, the
2016; WHO expert consultation, 2004). laboratory blood tests and urine tests, and etc. The personal identities

(employee code, name, and affiliation) were removed from the data in
order to provide confidentiality and privacy of personal data before

Table 1: Obesity classification for Asian . .
Y transfer to the research team. The medical check-up records are edited

Classification BMI (kg/m2) and only 1,020 of have completed the fields for this study: age, sex,
- weight, height, and blood tests (FBS, TG, TC, HDL, and LDL). BMl is
Underweight <18.50 derived from weight in kilogram and height in metre.
Normal range 18.50 - 22.99 2.2 Data Processing
Over weight >23 The 1,020 personnel medical check-up records are processed as
shown in Figure 1. The reports are as follow.
Pre-obese 23.00 -24.99 The frequency classified by sex and age, and descriptive statistics
Obese Level | 25.00 - 29.99 to describe the squ_ects’ blodata . . .
The descriptive statistics including with skewness, kurtosis, and
Obese Level 11 >30.00 Shapiro-Wilk normality test of BMI, FBS, TG, TC, HDL, and LDL are
processed.

The correlations: Pearson, Kendall's tau, and Spearman’s rho, and
scatter plot to illustrate the association between BMI and blood
chemistries.

All statistical data analyses are performed using SPSS version
21.0 (IBM Corp, 2012).

Although overweight people have a tendency to develop
metabolic disease, an overweight condition is only a part of metabolic
disease, so predicting metabolic syndrome by anthropometric
measurements only might be problematic. The most practical for
screening metabolic syndrome is the use of plasma triglyceride and
HDL concentrations together with BMI. (McLaughlin et al., 2003).

Body mass index (BMI) and blood chemistries are the indicators
of both noncommunicable diseases (NCD) and metabolic syndrome
(MS). BMI is the most convenience to access and will be the
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Figure 1: Data Processing

2.3  Statistical Analysis

2.3.1 Normality Assumption and Correlations

To measure the degree of the relationship between linearly
related variables, Pearson r correlation is the most widely used
correlation statistic in all disciplines. But when a parametric test of the
correlation coefficient is being used, assumptions of bivariate normality
and homogeneity of variances must be met. If data violate the normality
assumptions, a test of the significance of Pearson r correlation may
inflate Type | error rates and reduce power. (Bishara & Hittner, 2012).
If the data are not normally distributed, a non-parametric test which
often called distribution free tests can be used instead, a non-parametric
correlation coefficient would have been more appropriate. Common
transformations include taking the log or square root of the dependent
variable (Influential Points, n.d.), and also nonlinear transformations can
improve the power of Pearson's r (Dunlap et al., 1995; Rasmussen,
1989).

In 2011, the multivariable linear analysis was performed to
evaluate the relation between BMI and TC, LDL, HDL, and TG as
continuous variables. For TG, a log-transformed outcome was created
because this variable did not have a normal distribution. Pearson
coefficients evaluated the correlation between continuous BMI with
each of the blood chemistries. (Shamai et al., 2011).

Kendall rank correlation and Spearman rank correlation are the
non-parametric tests that measure the strength of dependence or the
degree of association between two variables. The Pearson is most
appropriate for measurements taken from an interval scale, while the
Spearman is more appropriate for measurements taken from ordinal
scales. Spearman’s rtho and Kendall’s tau can both be used for non-
parametric data, as they are both measures of rank correlation.
Spearman’s rho was used in the study of blood lipids correlate to Body
Mass Index (Lautsch, et al., 2018).

The Shapiro-Wilk normality test is more appropriate for small
sample sizes (< 50 samples), but can also handle sample sizes as large
as 2000. For this reason, the Shapiro-Wilk test is used as numerical
means of assessing normality. (Lund Research Ltd, 2018; Shapiro &
Wilk, 1965).

3 RESULTS

From the university personnel medical check-up data in 2015,
the number of subjects are 1,020 total (452 males, 568 females), age
average 47.6 years in the range from 24 to 78 years as shown in Table 2.
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The mean * standard deviation of BMI for male, female, and total are
25.37+3.77, 24.31+4.67, and 24.78+4.32 kg/m?, respectively as shown
in Table 3.

The over weighs: Pre-obese, Obese Level |, and Obese Level Il
are at 19%, 30%, and 13%, respectively. The details of obesity
classification by sex are shown Table 4.

The descriptive statistics skewness, kurtosis, and Shapiro-Wilk
normality test of BMI and blood chemistries including BMI, FBS, TG,
In(TG), TC, HDL, and LDL are shown in Table 5.

The Pearson, Kendall's tau, and Spearman's rho correlations
between BMI and blood chemistries are shown in Table 6. The scatter
plot and regression line for each bivariate between BMI and blood
chemistries are shown in Figure 2.

Table 2: Descriptive statistics of age

Description Male  Female Total
Number of records 452 568 1,020
Age (years)
- Minimum 25 24 24
- Maximum 74 78 78
- Mean 47.61 47.59 47.60
- Std. Deviation 8.95 8.20 8.54

Table 3: Descriptive statistics of BMI

Description Male Female  Total

Number of records 452 568 1,020
BMI (kg/m?)

- Minimum 14.06 17.05 14.06

- Maximum 39.04 4220 42.20

 Mean 2537 2431 2478

- Std. Deviation 3.77 4.67 4.32

Table 4: Descriptive statistics of BMI level

BMI (kg/m?) Male  Female  Total
Number of persons
<18.50 11 24 35
18.50 - 22.99 11 247 358
23.00-24.99 102 91 193
25.00 - 29.99 177 128 305
=30.00 51 78 129
Total 452 568 1,020
Percentage
<18.50 2% 4% 3%
18.50 - 22.99 25% 43% 35%
23.00- 24.99 23% 16% 19%
25.00 - 29.99 39% 23% 30%
>30.00 11% 14% 13%
Total 100% 100% 100%
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Table 5: Descriptive statistics of BMI and blood chemistries

BMI FBS TG In(TG)
kg/m? mg/dI mg/dI mg/dI
N 1,020 1,020 1,020 1,020
Mean 24.78 91.70 129.65 4.75
Std. Error 0.14 0.67 2.07 0.01
Std. Deviation 4.33 21.26 66.01 0.47
Minimum 14.06 67.00 32.00 3.47
Maximum 42.20 281.00 399.00 5.99
Skewness 0.80 4.57 1.48 0.18
Std. Error 0.08 0.08 0.08 0.08
Kurtosis 0.66 28.87 2.61 -0.25
Std. Error 0.15 0.15 0.15 0.15
Tests of Normality
Shapiro-Wilk 0.065 0.220 0.126  0.037
p-value .000 .000 .000 .000

Table 5: Descriptive statistics of BMI and blood chemistries (Cont.)

TC HDL LDL

mg/dI mg/dl mg/dl

N 1020 4020 1,020
Mean 224.93 60.58 138.43
Std. Error 1.13 0.50 1.05
Std. Deviation 36.19 15.83  33.66
Minimum 108.00 25.00  33.00
Maximum 380.00 130.00 284.00
Skewness 0.36 0.67 0.29
Std. Error 0.08 0.08 0.08
Kurtosis 0.46 0.46 0.54
Std. Error 0.15 0.15 0.15
Shapiro-Wilk 0.037 0.079  0.032
p-value .000 .000 .000

4 DISCUSSION

The personnel obesity in 2015 of this private university are Pre-
obese 23.00- 24.99 kg/m? Obese Level | 25.00 - 29.99 kg/m? and
Obese Level 11 >30.00 kg/m?at 19%, 30%, and 13%, respectively. The
average BMI for male and female were 25.37 and 24.31 kg/m?
respectively, while the surveyed in 2014, the average BMI of Thai
population age more than 15 years for male and female was 23.6 and
24.6 kg/m?, respectively. (Ekpalakorn, 2016).

The distribution of every variable is positively skew, the
skewness of FBS and TG are >+1 highly skewed, and the skewness of
BMI, TC, HDL, and LDL are in the range of +0.5 to +1 moderately
skewed.

The kurtoses of FBS equaled to 28.87 which > +3 is leptokurtic,
and the kurtosis of the rest variables (BMI 0.66, TG 2.61, TC 0.46,
HDL 0.46, and LDL 0.54) had < 3 are platykurtic. (Brown, 2016).

Shapiro-Wilk shows p-value <0.01 for every variable, the data
significantly deviate from a normal distribution. (Lund Research Ltd,
2018).

Correlations of BMI with each blood chemistry are significant at
the 0.01 level (2-tailed), except BMI and TC is significant at the 0.05
level (2-tailed). The Spearman’s rho of BMI with TC and LDL are at
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0.070 and 0.126 show a weak uphill (positive) linear relationship; BMI
with FBS and TG are at 0.339 and 0.415 show a moderate uphill
(positive) relationship; and only BMI with HDL has -0.397 shows a
moderate downhill (negative) relationship. (Lund Research Ltd., 2018).

5 CONCLUSIONS

A private university has a healthy campus vision and gathered
the annual individual personnel medical check-up reports into the digital
personnel health database. The prevalence of BMI > 30 kg/sq.m. was
13% in 2015. The 1,020 medical check-up records of university
personnel in 2015 (females, n=568, 56%) with age profiles: minimum,
maximum, and average are 24, 78, and 47.60 years, respectively. The
descriptive statistics, Shapiro-Wilk normality test, log transformation,
and Pearson, Kendall's tau, and Spearman’s rho correlations are applied
with the medical check-up data. The Pearson is most appropriate for
measurements taken from an interval scale, The association with BMI,
there are no association with Cholesterol (TC) (r=0.031 p=0.316),
negative association with high-density lipoprotein cholesterol (HDL)
(r=-0.371, p<0.001), positive association with triglycerides (TG) and the
log transformation of TG (r=0.326, p<0.001, and r=0.369, p<0.001),
and fasting blood sugar (FBS) and the log transformation of FBS
(r=0.274, p<0.001, and r=0.318, p<0.001). BMI shows very weak
association with LDL (r=0.080, p=0.011). Creating health awareness
campaign for university personnel, the development of the multivariate
on age, sex, BMI, and daily behaviors (eating, smoking, alcohol,
exercise, and etc.) to predict biochemistries of a person from the
medical check-up reports would be designed.

Table 6: Correlations of BMI and blood chemistries

FBS TG In(FBS)
Pearson 0.274" 0.326" 0.318"
Sig. (2-tailed) .000 .000 0.000
Kendall's tau 0.234** 0.279**
Sig. (2-tailed) 0.000 0.000
Spearman'’s rho 0.339** 0.415**
Sig. (2-tailed) 0.000 0.000

Table 6: Correlations of BMI and blood chemistries (Cont.)

TC HDL LDL
Pearson 0.031 -0.371" 0.080"
Sig. (2-tailed) 0.316 0.000 0.011
Kendall's tau 0.048* -0.272** .086**
Sig. (2-tailed) 0.022 0.000 0.000
Spearman'’s rho 0.070* -0.397** .0126**
Sig. (2-tailed) 0.025 0.000 0.000

**_Correlation is significant at the 0.01 level (2-tailed).
*. Correlation is significant at the 0.05 level (2-tailed)
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ABSTRACT

The purpose of this research is the evaluation of loss disabled workers on compensation of occupational in 2016 aimed to examine: 1)
study lifestyle characteristics of the workers who had occupational loss finger, hand and arm after receiving compensation; 2) study variables that
affect the compensation base on the worker’s organ, variables that affect the income of workers before the accident, variables that affect the income of
workers after rehabilitation or receiving compensation and variables that affect the income of workers and injured work related workers. The sample
was consisted of 6 groups in area Rayong, Puthum thani, Samut pakran and Samut sakon involving 300 workers. Methodology of research is the
evaluation of loss disabled workers on compensation of occupational by using Multiple Linear Regression Model for occupational loss.

We found that the compensation paid to the worker was in accordance to the type of organ lost and the worker’s age. The income model of
the workers before the accident was associated with the worker's gender, education level, age, and work experience. The income model of the workers
after rehabilitation was associated with the worker's gender, education level, age, and work experience before the accident. The income model
difference between the wages of regular and degraded workers was associated with the education level and occupation of the former employee. In this
research, we will develop and improve the workmen’s compensation according to type of worker organ loss and promote equality.

Keywords: Evaluation of socio-economic impact, Occupational Loss, Analysis of variance (ANOVA), Multiple regression model

1 INTRODUCTION 2 OBJECTIVES

The workers in an establishment where there are greater risks of a 2.1 To describe life style, physical, mental, socioeconomic, and
work related illness and an increased level of dangerous work can social status of employees with a work related disability after receiving
include but are not limited to extensive use of machinery, chemicals and compensation.
an improper production working environment. However, awareness of 2.2 To find the models and variables affecting the compensation
potential accidents at work or prevent disease from the work for the type of worker’s loss, income from employee’s wages before an
environment were limited. Workers also lacked the knowledge and accident and revenue of employee wages after rehabilitation or
availability of personal protective equipment (PPE) and safeguards compensation. The income of the difference between a normal fully fit
when using machinery or knives. Statistics from the compensation fund employee and one that has sustained a work related injury.
data found: the causes of workers injury related to the severity of cuts,

bumps or chemical splashes into the eye (Piyanut Ratkul (2005)). 3 METHODS
The Workmen’s Compensation Act B.E. 2537 (1994) covers the
monies which are paid as indemnity, medical expenses, rehabilitation This research is a survey to study the behavior of disabled

expenses and funeral expenses. The Labors and Social Welfare Law employees on occupational compensation. To study the root mean cause
have a rate for medical expenses when the workers are hurt or develop a of mechanical hazards and the lack of personal protective equipment
work related illness, the employer is required to fund the medical use. Also, to study the economic and social environment that affects
expenses, and this has been effective in Thailand since 13 May 2008, by these employees.

increasing the amount of medical expenses for the workers that are .

injured from 35,000 to 45,000 bath (Anantaya Neamklay (2008)). If this 3.1. Population and Samples

is not enough, it is raised from 50,000 to 65,000 baths, and the highest Sample group of employees who suffer work related physical
medical expenses from 200,000 baht. The maximum is 300,000 baht in disabilities, such as lose of fingers, hands or arms, in Rayong, Pathum
case of an inpatient, expenses for the room, food, nursing services and Thani, Samut Prakan and Samut Sakhon provinces. Around 300 people
general service charges the employer’s responsibility is limited to no were affected because of dangerous working conditions, according to
more than 1,300 baht per day. For the workers who are required to data from 2016, the affected workers lost fingers or hands.

undergo rehabilitation after a serious injury or illness, the employer will

pay the cost. The rehabilitation of medical and vocational training, the -2  Research methodology

actual cost of not more than 20,000 baht and the cost of surgery for The assessments of the economic and social impact on employees

rehabilitation not exceeding 20,000 baht as prescribed under this  with disabilities who lost of their fingers or arms and received

announcement. compensation for loss of occupation during the year 2016 are as
If a worker suffers a serious accident for example loss of fingers, follows:

hands or arms, this will affect the body, mind and society. The most 1. Descriptive statistics of economic impact and the social status

obvious physical impact is not being able to use fingers, hands and arms of workers who lost their fingers or arm to the compensation for loss of

like normal people. It affects their daily activities and the injured person occupation for the year 2016. The statistics used: Percent, Mean and

needs to rely on others. Mental effects include: feeling frustrated with Standard Deviation.

both themselves and others. The worker who loses fingers, hands or 2. To create a multiple linear regression model of compensation

arms will lose self-confidence. The worker who experiences losing his according to the type of employee's loss. This used the income of

finger, hand or arm will try to adapt to the changes that have occurred employee before an accident and the revenue of employee after

(Srisak Sonthonchai. (2005)). rehabilitation. The income was the difference between the pay rate of a
Adaptation and acceptability by employees that lost a finger or normal fully fit worker and a worker who had loss of physical fitness

arm losses the function or the control of their body, this promotes a lack due to a work related incident.

of opportunity to live in society as they are faced with the negative The model in the study of this research can be written as follows.

attitudes of the society towards the disabled. Rejected by society and Yt=1(LG,t, Yt-1) 1)
sometimes being dismissed will make them feel discouraged, worthless By L = Level of Education
or they have a lack of ability (Lertrit Arayasajjapong (2007)). G = Gender

t = Experience
Yt-1 = Wage rate in past, when t-1
Yt = Wage rate, when t
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The model and finite methodology used to estimate lifetime wages in
years t of normal people (Yt” ) and people with disabilities (th )

share the solution to the expected problems. The details are as follows:
The model is Linear Regression Model based on N * T.
[Number of Worker x time which annual pay can be collected (Panel
Data)]

Yt=f (LGt Yt1)

Yit:ﬁo+ﬂ1Xi‘+€n
Assume that g it has the following E (&) =0
Then, the data is estimated Coefficient, a type of Fixed Effect Model, or
may be estimated in other ways depending on the appropriateness of the
results. The solution Autocorrelation and finally equation 2. Equation
(3) is the equation for the wage of a regular worker. Equation (4) is the
equation for estimating the wage of the worker with a disability, fingers,
hands or arms from work. However, both solutions must take into
account whether the new estimate is reasonable.

®3)

Ytn ::Bc? +:B1nY121 +:anG +ﬂ’;t+ﬂ:|-

YE =65+ BYG+BGH it Bl “
When Least Squares Estimates of Normal Employees in Equation (3)
Remove with Least Squares Estimates of Employees who loss fingers,

hands, or arms from working in Equation (4). The loss of a disabled
employee's fingers, hands or arms from work for earn money each year.

@

4 RESULTS

This research assessed the income losses of disabled employees
compared to their occupational compensation for the year 2016. The
losses will limit the "compensation" paid under the Workmen’s
Compensation Act B.E. 2537. The worker who suffered work related
loss of organs including fingers, hands and arms in Rayong,
PathumThani, Samut Prakan and Samut Sakhon provinces for 2016 was
approximately300 people as follows.

1. Social Security Office in Samut Prakarn province 130 people.

2. The Eastern Region Labor Rehabilitation Center in Rayong
province 50 people.

3. Pathum Thani Provincial Labor Rehabilitation Center 20
people.

4. Social Security Office 7 in Bangkok 60 people.

5. Social Security Office in Samut Sakhon province 40 people.

4.1 Personal information of the sample

Information of employees who lost their fingers, hands and arms
during their work consisted of sex, age, experience, working status,
marital status, and education. Most of the workers were male (66%) and
female (34%). Most of the respondents were aged 35-39 years (21.3%),
followed by those aged 45-49 years, (14.3%). The maximum age was 65
years and the minimum age was 17 years. The average age was 36
years. The majority of workers were employed for 1-5 years (44%),
followed by more than 10 years (28%). Most of the employees were
married at 52.7% and 36.7% were single. Most of the employees had
attained the secondary education level (44.7%) and 42% had only had
primary school level. The establishments where the workers had the
highest work related accidents were in Samut Prakarn province (44.7%)
followed by Bangkok (31%). The major incident was employees who
lost their fingers (76.3%) and the second was loss of hand (12.7%). The
most common cause of employee loss was finger / hand pump (36.7%)
followed by other work-related accidents (23.3%).

4.2 The life style of an employee who loses fingers, hands, and arms
from work after receiving compensation

The lifestyle of an employee who losses a finger, hand, or arm
from a job after receiving compensation. Employees, who lost most of
their fingers, hand or arm from their occupations was 63.8%. Secondly,
workers who were undergoing reconstruction were 30%. The new job
description was different from the original job was 6.3% and can adapt
with colleagues after the incident 98 percent, but still cannot adapt with
colleagues after the incident 2.0%.

For workers who lost their fingers, hands or arms during
occupation, currently, 62.7% rent their homes. 24.3%. Seventy one
point three percent (71.3%) of the injured require care. Most of the care
(33.5%) was provided by parents and children, secondly by 1 child/wife
(19.7%). The majority of people lived with their husbands / wives
(36%) and second, 20.7% were alone. Most of them were family
members (99.3%).
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Problems/Obstacles of the worker losing their fingers, hands, or
arms from a work related injury to their present life sustainability.
Workers who lost their fingers, hands, or arms from most occupations
did not work as before (41.9%). Secondly, had no problems/obstacles in
their current life 23.5% and had difficulties 12.4%.

4.3 Opinions of employees who lost their fingers, hands or arms from
occupational related injury

Incorporation of improved safety equipment related to machinery
or things that can cause harm. Most of the respondents had opinions on
machine improvements or what on other mechanisms that could cause
them harm. There should be workplace protection measures (24%),
secondly repairs or purchase of new machinery (23 %).

The implementation of safety measures by companies.
Employees who lost fingers, hands or arms from occupation injuries,
most of the respondents commented on the implementation of the safety
measures by the company should be checked before the use of
machinery (22%) and secondly the prevention of workplace hazards
(15.0%).

4.4. Assessment of socio-economic losses of employees who lose their
finger, hand and arm performance after receiving the compensation

The mean score of socio-economic loss of employees who lost
fingers, hands or arms from a work related incident after receiving
compensation. Performance appraisal of employees who lose their
finger, hand or arm performance was lower than for normal fully fit
employees. Most employers had the opinion that loss of organs caused
limitation during work, the average was 2.95. Secondly, there was a
comment that they cannot work normally, as it will be managed by
artificial arms or work equipment modification, the mean was 2.89. The
evaluation of the acceptance of the loss of external factors. Most
employers had the opinion that employers often supported wage
increases or promotion to fully fit people rather than those who had lost
body organs, the average was 2.93. Secondly, there was a comment that
employers often do not accept people who have lost organs. The
average was 2.70. There was less evidence of human capital
accumulation. Most employers had the opinion that if a worker has not
lost a body organ, he can improve his ability to work better with an
average of 3.27. Secondly, there was the opinion that with further
professional training people who have lost body organs can progress in
a career as normal, the average was 2.99. The old human capital
assessment cannot be utilized. Most employers have the opinion that a
good education for people who have lost organs will help them to earn
better jobs than those who lost their organs but did not have a good
education level, the average was 2.96. Second, the financial loss before
the organ loss and after the organ loss of different organ parts.
Employees had the opinion that injured workers can continue to work in
the current job without having to study at any kind of school, with an
average of 2.91. Analysis of the socio-economic losses of employees
who lost their fingers, hand or arm from an employment related incident
after receiving compensation. Most employers had the opinion that the
old human capital accumulation cannot be utilized, most valuable the
mean was 2.87. Secondly, there was a comment. That there was less
evidence of human capital accumulation, the mean was 2.79.

4.5 Relationship between variables affecting compensation for type of
organ loss

The Multiple Linear Regression Model of Receiving
Compensation for Employee Loss Category, The SOS = f (SEX, AGE,
STATUS, EXP, EDU, PHY, WB). SOS = Organs, SEX = gender, AGE
= age, STATUS = marital status EXP = work experience, EDU =
education level, PHY = lost organ, and WB = Career The regression
model by Stepwise method, Table 1.

Table 1: Relationship between variables influencing compensation for
type of organ failure
ANOVA

2 Predictors: (Constant), PHY:,
® Predictors: (Constant), PHY, AGE:.

p-value < 0.05
Sum of Mean .
Model df Square Square F-Statistic ~ p-value
1. Regression 1 2529 2529 11.646 0.002*
Residual 35 7601 2171
Total 36 10130
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Sum of Mean

Model df F—Statistic ~ p-value
Square Square
2. Regression 2 3455 1727 8.797 0.001°
Residual 34 6675 1963
Total 36 10130
Coefficients
Unstandardized Standardized
Model B Std. Error Beta t-Statistic p-value
1.(Constant) 14558.484 42816.583 0.340 0.736
PHY 42861.808 12559.682 0.500 3.413 0.002
2.(Constant) 190704.100 90783.198 2.101 0.043
PHY 39379.054 12049.570 0.459 3.268 0.002
AGE -4337.689 1998.186 -0.305 -2.171 0.032
p-value < 0.05

From Table 1, the model for receiving compensation for the loss
category of the employee is p-value = 0.001 <0.05. It can be concluded
that there is a correlation between the compensation and the
compensation for the loss of organs of the employees, at a significance
level of 0.05. This is the multiple regression equation for assessing
compensation for the type of organ loss of an employee. Equation 5 is

S0S=190704.100+39379.054 PHY- 4337.689 AGE (5)

Receiving compensation for the type of organ loss of an
employee is associated with the employee's lost organ and age.

4.6 Relationship between variables affecting earnings of employee
wages before an accident

The Multiple Linear Regression Model of Employee Wage
Revenue Prior to Accident WB3 = f (SEX, STATUS, EXP, EDU,
AGE1, PHY, WB2), where WB3 = wage earners income prior to
experiencing Accident, SEX = gender, STATUS = marital status, EXP
= experience before an accident EDU = education level, AGE1 = pre-
accident age, PHY = lost organ, and WB2 = work or occupation before
an accident. The regression model by using the Stepwise as shown in
Table 2

Table 2 Relationship between the variables affecting the income of the
employees before the accident
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compensation for the wage rate of the employee before the accident.
Equation 6 is WB3=4396.651-1360.064SEX+1388.477EDU+97.65
AGEL+ 98.509EXP (6)

It is the wage earner's income before the accident that correlates
with the educational level, gender, age and work experience of the
employee before the accident. It has the power to predict the effect of
models at 45.4%.

4.7 Relationship between the variables affecting the income of the
employee's wages after rehabilitation or compensation

The Multiple Linear Regression Model of Employee Wage
Revenue after Rehabilitation or Benefit ECO1 = f (SEX, STATUS,
EXP, EDU, AGE, WB2), where ECO1 = wage income of employees
after rehabilitation. SEX = gender, STATUS = marital status,
EXP=work experience, EDU=education level, AGE=age, PHY= lost
organ, and WB2 = occupation by using the Stepwise regression model
as shown in Table 3.

Table 3 Relationship between the variables affecting wage income of
employees after rehabilitation

ANOVA
Model df Sum of Square Mean Square F—Statistic p-value
1.Regression 1 393420017.52 393420017.52 30.210 0.000°
Residual 289 3763574358.97 13022748.65
Total 290 4156994376.50
2.Regression 2 569192850.14 284596425.10 22.845 0.000°
Residual 288 3587801526.36 12457644.19
Total 290 4156994376.50
3.Regression 3 659101611.51 219700537.20 18.026 0.000°
Residual 287 3497892764.99 12187779.67
Total 290 4156994376.50
4.Regression 4 856403516.27 214100879.10 18.552 0.000°
Residual 286 3300590864.24 11540527.48
Total 290 4156994376.50
2 Predictors: (Constant), PHY:,
® Predictors: (Constant), PHY, SEX:.
¢ Predictors: (Constant), PHY, SEX, EDU:.
9 Predictors: (Constant), PHY, SEX, EDU, AGE1:. p-value < 0.05
Coefficients
Unstandardized Standardized
Model B Std. Error Beta t — Statistic p-value
1.(Constant) 9553.731 303.585 31.47 0.000
EXP 130.389 23.723 0.308 5.49 0.000
2. (Constant) 11770.387 660.610 17.817 0.000
EXP 128.448 23.208 0.303 5.535 0.000
SEX -1653.397 440.169 -0.206 -3.756 0.000
3. (Constant) 9153.452 1164.171 7.863 0.000
EXP 143.320 23.599 0.338 6.073 0.000
SEX -1434.142 442.796 -0.178 -3.239 0.001
EDU 821.876 302.599 0.153 2.716 0.007
4. (Constant) 4396.65 1614.565 2.723 0.007
EXP 98.509 25.393 0.232 3.879 0.000
SEX -1360.06 491.250 -0.169 -3.154 0.002
EDU 1388.477 324.779 0.259 4.275 0.000
AGE1 97.65 23.616 0.273 4.135 0.000
p-value < 0.05

From Table 2, the model of the wage rate of the employee before
the accident was p-value = 0.000 <0.05. It can be concluded that the
wage earner's income before the accident correlated at a significance
level of 0.05. This is a multiple regression equation for getting
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ANOVA
Model df Sum of Square Mean Square F — Statistic p-value
1. Regression 1 359697960.732 359697960.732 24.454 0.000*
Residual 275 4045046333.673 14709259.40
Total 276 4404744294.404
2. Regression 2 750786616.826 375393308.40 28.150 0.000°
Residual 274 3653957677.578 13335611.96
Total 276 4404744294.404
3. Regression 3 926986130.387 308995376.80 24.256 0.000°
Residual 273 3477758164.017 12739040.89
Total 276 4404744294.404
4. Regression 4 1034756873.299 25869218.30 20.879 0.0007
Residual 272 3369987421.106 12389659.64
Total 276 4404744294.404
5. Regression 5 1084509070.545 216901814.10 17.704 0.0007
Residual 271 3320235223.859 12251790.49
Total 276 4404744294.404
2 Predictors: (Constant), EDU:,
b Predictors: (Constant), EDU, AGE:.
¢ Predictors: (Constant), EDU, AGE, SEX:.
d Predictors: (Constant), EDU, AGE, SEX, EXP:.
¢ Predictors: (Constant), EDU, AGE, SEX, EXP, WB2:. p-value < 0.05
Coefficients
Unstandardized Standardized
Model B Std. Error Beta t — Statistic p-value
1.(Constant) 6499.754 902.875 7.199 0.000
EDU 1644.825 332.818 0.286 4.945 0.000
2.(Constant) -408.081 1538.241 -0.265 0.791
EDU 2519.259 355.494 0.438 7.087 0.000
AGE 125.393 23.155 0.334 5.415 0.000
3. (Constant) 2634.337 1711.594 1.539 0.125
EDU 2312.984 351.851 0.402 6.574 0.000
AGE 119.531 22.686 0.319 5.269 0.000
SEX -1697.202 456.352 -0.203 -3.719 0.000
4. (Constant) 3062.744 1694.198 1.808 0.072
EDU 2329.207 347.036 0.405 6.712 0.000
AGE 84.965 25.257 0.227 3.364 0.001
SEX -1668.285 450.157 -0.199 -3.706 0.000
EXP 83.923 28.455 0.182 2.949 0.003
5. (Constant) 3039.348 1684.786 1.804 0.072
EDU 2318.690 345.139 0.403 6.718 0.000
AGE 72.64 25.849 0.194 2.810 0.005
SEX -1740.262 449.068 -0.208 -3.875 0.000
EXP 85.892 28.313 0.187 3.034 0.003
WB2 50.56 25.091 0.111 2.015 0.0045
p-value < 0.05

From Table 3, the income model of wage rates of employees after
rehabilitation or compensation was p-value = 0.000 <0.05. It can be
concluded that the wage rate of the employee after rehabilitation or
compensation was at a significance level of 0.05. This was the multiple
regression equation for getting compensation as an income of the
employee after rehabilitation or compensation. Equation 7 was ECO1=
3039.348-1740.262SEX+2318.69EDU+72.64AGE+85.892EXP + 50.56
WB2 7)

It was the income of the worker's wage rate after being
rehabilitated or receiving compensation related to gender, age,
education level and work experience of employees before the accident.

It had the ability to predict the effect of the model at 49.6%.

4.8 The relationship between the variables affecting wage income
difference between normal and injured person's pay rate

The Multiple Linear Regression Model of the wage rate of the
difference between the normal and the injured person's pay rate. The
ECO_WB3 = f (SEX, STATUS, EXP, EDU, AGE1, PHY, WB2) were
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used for this study. Normal sex and body dysfunction, SEX = gender,
STATUS = marital status, EXP = work experience, EDU = Education
level, AGE1 = age, PHY = loss of organs, and WB2 = work or career,
the regression model was by using the Stepwise method as shown in
Table 4.

Table 4 Relationship between the variables affecting income of the
difference between normal and physically impaired wage rates

ANOVA
Model df Sum of Square Mean Square F — Statistic p-value
1. Regression 1 121333348.266 121333348.266 25.611 0.000°
Residual 275 1302848456.066 4737630.749
Total 276 1424181804.332
2. Regression 2 169820432.893 8491021645 18.548 0.000°
Residual 274 1254361371.440 4577961210
Total 276 1424181804.332
2 Predictors: (Constant), EDU:,
® Predictors: (Constant), EDU, WB2:. p-value < 0.05
Coefficients
Unstandardized Standardized
Model B Std. Error Beta t — Statistic p-value
1.(Constant) -2384.061 42816.583 -4.653 0.000
EDU 955.302 12559.682 0.292 5.061 0.000
2.(Constant) -313.95 90783.198 -5.657 0.000
EDU 1028.24 12049.570 0.314 5.501 0.000
WB2 48.23 1998.186 0.186 3.254 0.001
p-value < 0.05

From Table 4, the revenue model of the difference between the
wages of workers and regular employees who lost their physical
performance had a p-value = 0.000 <0.05, so it can be concluded as the
income difference between the wage rate, normal and employees who
had lost fitness, Equation 8 is

ECO_WB3=-3131.95+1028.24EDU+48.23WB2 ()]

It was the income of the difference between the wages of regular
workers and those who had lost physical fitness relative to the level of
education and occupation of the former employee. It was estimated at
34.5%.

4.9 The relationship between the dependent variables and the
independent variables of the multiple linear regression model.

Table 5 Relationship between the dependent variables and the
independent variables of the multiple linear regression model.

Model Dependent variables Independent variables

1 Model of receiving compensation ~ The type of organ lost and Age.
for type of organ loss

2 The income model of the workers ~ Gender, Education level, Age,
before an accident and Work experience.

3 The income model of the workers ~ Gender, Education level, Age,
after rehabilitation and Work experience before the

accident.
4 The income model difference Education level and Occupation

between the wages of regular and
degraded workers

of the former employee.

From Table 5, the multiple linear regression model had
resulted in statistical significance. The independent variables affected
by the evaluation of work-related finger, hand or arm; were gender, age,
education level, and job. The male workers with a high level of
education had the greater economic loss of income than female workers,
or with lower education. But the compensation paid to the worker was
in accordance to the type of organ lost and the worker’s age.

5. CONCLUSIONS AND DISCUSSION

Most worker can help themselves without having to care because
most lose their fingers. Living with the family continues to work the
same but the behavior is different. Most of the workers are from the
provinces, so they live in rented houses with their husbands/wives.
There are people who need to be raised/supervised, often a parent who
can adapt to the family. Problems /obstacles of working in the present
life. Most of the work is not convenient/ not done fully. Most of the
employees have physical, mental, intellectual and social health status.
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Take care of yourself except in the moments after the danger. At first,
caregivers were needed because they were not used to helping
themselves it also takes time to adjust. Employees have an opinion that
they have a worse economic and social status than ever before. There
are limits to the use of fingers or hands are not the same. Loss of
opportunity to work to earn more or get progress in the work. This is an
economic loss and there is a feeling that they are inferior and
embarrassed by friends, which is a loss of social value. Most of the
respondents were concerned about the economic downturn their income
declined / lack of income and do not work as usual. The family of
income to raise and the disorganized families are unhappy about the
social side, which has a psychological impact. The society is ashamed
of friends because the organ is not fully consistent with the opinion of
the family or caretaker.

The results showed that the model for receiving compensation for
the type of organ loss of the worker was associated with loss of organs
and age. This will be the way to get paid. According to the type of loss
of organs of the employee. SOS=190704.10+39379.05PHY-4337.69
AGE Income model of wage rate of employees before the accident is
WB3=4396.65+1360.06 SEX+388.477EDU+97.65AGE1+98.509EXP.
It is the income of the employee before the accident. Factors related to
work experience before accident, gender, education and age before
accident. Revenue model of wage rate of employees after rehabilitation
or compensation. EC01=3039.348+1740.26EX+2318.69EDU+72.64
AGE+85.89EXP+50.56WB?2 It is the income of the employee's wage
rate after being rehabilitated or receiving compensation related to
gender. Education Age and experience of employees before the
accident. The income pattern of the difference between the wages of
regular employees and the physically impaired employee is ECO_WB3
=-3131.95+1028.24EDU+ 48.23WB?2 It is the income of the difference
between the wages of regular employees and those with physical
impairments that are related to the level of education and occupation of
the employee after rehabilitation or compensation.

The suggestion from this research is that the government should
set policies and actions to help after the employee suffers a loss of
fingerprints. Hands and arms from the occupation include: 1) Review
the help after the employee is in danger. Because employees lose
opportunities lost revenue in order to choose a career and find a new
job. 2) Keep track of the ongoing assistance provided to employees who
are no longer able to work. For employees who are in danger of low
income. The burden of caring for or caring for a loved one. The cost of
medical treatment is much higher than the cost of medical care provided
by the agency. Difficult to live. Employees should receive medical
expenses as they actually pay. 3) Set up monitoring measures for
establishments where employees are in danger to improve their safety.
And there are some ways to do it, if there are more workers in the
workplace. 4) Review the provision or donation of artificial organs to
employees, which is considered to be a government benefit to help
employees work normally or almost normally. 5) Encourage the
invention of equipment to help the employees to work as normal. 6) The
law regulates the establishment of a business policy to accept employees
to work in their own establishments to continue to earn. And income
should not be lower than the original, even in the new job. Or to find
work in other establishments to continue to work. 7) Revise the legal
compensation to suit the employee. From the above, it is interesting to
continue studying: 1) Impact assessment on industrial work losses. Case
study on fingerprints. Hand and arm from the occupation 2) The subject
of education, occupational promotion and employment of employees
who lose fingerprints. Hands and arms from the occupation. 3)
Reasonable legal compensation for employees who lose fingerprints.
Hands and arms from the occupation.
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ABSTRACT

This study is to propose a method for issing data imputation, namely Correlated K Nearest Neighbor (Corr-KNN) which prepare the data for analysis.
The correlation coefficient is used to select the variables having complete data which highly correlate with the variable having missing data. After
that, the selected data set in the variables having complete data and the missing data are used in K Nearest Neighbor (KNN) method by replacing
missing data with substituted data. The Corr-KNN method is compared with the KNN and K Nearest Neighbor Feature Selection (KNNFS) methods
by using the data on UCI Machine Learning Repository database. The performance of each method is measured by the Root Mean Squared Error
(RMSE). The results indicate that the Corr-KNN method has powerful imputation with smaller RMSE than the compared methods.

Keywords: correlation coefficient; imputation; K Nearest Neighbor; missing data

1 INTRODUCTION

Missing data problem is a serious problem in data management
before analyzing the data for any study or research. Since the missing
data can occur in the data set so, the results from the data analysis will
be deviate from the truth. However, when missing data occurred, the
preliminary management is eliminating cases or variables having
missing data. Unfortunately, in case of the dataset have a lot of missing
data, the management by this way caused a loss of data which was
collected too much and the remained data is insufficient to analyze.

The popular method of dealing with missing data and not make a
loss of data which was collected is the method of filling the missing
value (Imputation). The imputation could be made in several ways. The
method that must use the models to impute missing values, namely
Model-Donor Imputation. The methods are in Model-Donor Imputation
such as Mean Imputation, Regression Imputation and Multiple
Imputation. Moreover, another way for imputation that does not have to
use models is called Real-Donor Imputation. Real-Donor Imputation
can make by replacing the missing values from the set of remaining
observed values in the same dataset, for example, Hot-Deck Imputation
and K Nearest Neighbor (KNN) methods.

One of simple and effective method to impute missing values is
the KNN method which is a method in the Real-Donor Imputation.
KNN method is the method to impute missing values based on remains
observed values or complete data that have similar pattern with the
cases having missing data. This method can be used to impute
quantitative data by using the average of the first k cases from the cases
having complete data that is close to the case having missing data in the
same variable. KNN method is appropriate to use in case of multiple
missing values occurring in each case since we can consider randomly
impute missing values. Unfortunately, the KNN method also has
disadvantages in case of the variables having complete data that does
not correlate with the variable having missing data. This case, the
estimated values are inclined by those variables. As a result of this
drawback, the efficiency of imputation is not work.

Many researchers have proposed missing values imputation by
using the concept of KNN method to improve the accuracy of the
estimated values. Meesad & Hengpraphrom (2008) proposed the K
Nearest Neighbor Feature Selection (KNNFS). The KNNFS method
select the variables having complete data that are closest to the variable
having missing data based on the distance between the data in the
variable having missing data and data in the variable having complete
data. Then they use KNNFS to impute the missing value of microarray
data by the KNN method. Myneni, Srividya & Dandamudi (2016)
proposed a method for missing values imputation, namely the
Correlated Cluster Based Imputation. This method considers the
correlation between variable having missing data and variables having
complete data. Then, only variables having complete data which highly
correlate with the variable having missing data were selected for

dividing into clusters and impute the missing values with respect to
cluster mean value of data in same group of variables having missing
data.

Therefore, in this study, we then propose missing value
imputation which has more effective, namely the Correlated K Nearest
Neighbor (Corr-KNN). This method is developed from KNNFS method
of Meesad & Hengpraphrom (2008) by using the correlation coefficient
between the variable having missing data with the variables having
complete data. After that, the selected data in the variables having
complete data is used in K Nearest Neighbor (KNN) method.

2
2.1

METHODS

The proposed missing value imputation method

The Corr-KNN method is developed from KNNFS method of
Meesad & Hengpraphrom (2008) by adjusted the selection of variables
having complete data which highly correlated with variable having
missing data based on the correlation coefficient. After that, the selected
data is used in K Nearest Neighbor (KNN) method for replacing
missing data with substituted data. The steps of missing value
imputation by the Corr-KNN method are explained as follows.

Step 1: The randomly missing value based on Missing
Completely at Random (MCAR) is considered for imputing. Other
missing values that have not imputed by Corr-KNN method, they are
imputed by the average of the data in same variable. The dataset which

contain missing values and the first randomly missing value (Ypn,, =
NA) which is imputed is showed in Table 1.

Table 1: The dataset which contain missing values

ariables

Cases vV, v, A 7 sz . vV,
C, Y11 Y12 NA Yij Yim, Yip
C, Yo1 Y22 Ya3 Y2j Yom, Yap
C, Yin Yiz Yis Yi Yim, Yip

C Yoy
mo | Ym o Ymz  Yms Yms Yigp

= NA
Cq yql yq2 yq3 Yqj quz yqp
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Step 2: The correlation coefficient between the variable having
missing data and the other variables having complete data is calculated

by (1),
q 9
q Zyimz zyij
i=1 i=1
Yim Vi ==
o = ’ g-1
e 2 2
] 9 (1)
. [Zyisz q [Z)ﬁj]
) " g-1 =) ’ g-1
i=12,...,q,i=m and j=12,...,p,j=m,
where
r,; s the correlation coefficient between variable having missing

data and variables j,

C,, isthe case having missing data,

Vi, is the variable having missing data,

Yim, is data of the case i in the variable having missing data,
Yy  isdataof the case i in the variable having complete data.

Step 3: The C variables having complete data which highly
correlated with the variable having missing data are selected.

Step 4: Missing value is imputed by KNN method by using data
from Step 3 as follows.

1) The number of k is specified.

2) The Euclidean distance between data in the case having
missing data and the other cases having complete data are calculated by

P
Z(lej =Y )
=

;1=42,..,09,i=m and j=12,..,p,j=m,

dist(C,, ,C;)=

where
dist(cnl,ci) is the distance between data in the case having missing

data and the case having complete data,

Yy is data of the case having missing data in the variable j,

Yy  isdata of the case having complete data in the variable j ,
is total number of variables in dataset,
q is total number of cases in dataset,

3) The calculated distances are sorted based on the k distances
that is less or close to the case having missing data.

4) The missing value is imputed by the average of the data in the
same variable with missing data and k cases from 3). The imputed

missing value is calculated by
k
>y,
—_asl
k

X (©)
Yiny m,
where
yml'“z is the estimated of missing data,
yamz is data in the same variable with missing data and the cases that

is close to the case having missing data where a=12,...,k .
Step 5: Repeat step 1 to step 4 until all missing values have been
imputed.

2.2 Performance Measurement

Root Mean Square Error (RMSE) is a measure of performance
for considers the accuracy of estimated value from the missing value

from the Corr-KNN, KNN and KNNFS methods. RMSE s calculated
by (Gajawada & Toshniwal, 2012)

M
1 .
RMSE= | (y, - §,)° @
M 4
i=l
where
M s total number of missing values,
Y; is an actual value of data,
{, is the estimated value of the missing value.

The scope of this study are as follows.

1) The data which is used in this study is quantitative data from
the UCI Machine Learning Repository database include: Breast Cancer
Wisconsin  (Diagnostic), Forest type mapping, Glass, Image
Segmentation, Leaf, Musk (Version 1), Seeds, SPECTF Heart, Statlog
(Vehicle Silhoue), Wine, Yeast

2) Missing data are simulated by missing completely at random
(MCAR) with 5, 15 and 25 percentage of missing data, respectively. For
each missing percentage of missing data are repeated for 30 iterations.

3) Set the number of variables for selecting to impute the missing
values based on the correlation coefficient between the variable having
missing data and the variable having complete data (c) . In this study,

we set ¢ =3 . (Meesad & Hengpraphrom, 2008)

4) Set the number of cases having complete data for selecting to
impute the missing value by the KNN method base on distance of cases
that close to the case having missing data (k) . In this study, we set

k=10.

3 RESULTS

In this study, the efficiency of the missing value imputation
methods are evaluated by the RMSE of the imputing missing value of
Corr-KNN, KNN, and KNNFS methods. The efficiency is considered
based on 10 quantitative datasets with 5%, 15%, and 25% of missing
data with missing completely at random (MCAR), respectively. The
results are showed in Tables 2-4 and Figure 1.

Table 2 shows the RMSE of the missing value imputation
methods for 5% of missing data. The Corr-KNN method has smallest
RMSE for all datasets except the Seeds and Yeast dataset. Hence, Corr-
KNN is the most efficient method for missing values imputation
because it has the powerful estimation ability for actual value more than
other methods.

Table 2: RMSE of imputation method for 5 % of missing data

Dataset Method
KNN KNNFS Corr-KNN

Breast Cancer Wisconsin

(Diagnostic) 34.626 34.468 30.662*
Forest type mapping 4.117 6.624 2.915*
Image Segmentation 21.425 22.974 22.202*
Leaf 0.406 0.315 0.242*
Musk (Version 1) 38.181 24.774 21.92*
Seeds 0.631 0.603* 0.617
SPECTF Heart 6.91 6.346 6.167*
Statlog (Vehicle Silhoue) 7.996 12.652 7.498*
Wine 56.969 62.405 46.86™
Yeast 0.097* 0.1 0.098
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Remark: * is the smallest RMSE for each data set.

Table 3 shows the RMSE of imputation method for 15% of
missing data. The Corr-KNN method has lowest RMSE value for all
datasets except the Statlog (Vehicle Silhoue) dataset. Corr-KNN is the
most efficient method to impute the missing values because Corr-KNN
is the method that approximates actual values more than any other
method.
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Table 3: RMSE of imputation method for 15 % of missing data

Dataset Method
KNN KNNFS Corr-KNN

Breast Cancer Wisconsin

(Diagnostic) 38.012 38.389 35.956*
Forest type mapping 4.751 7.177 3.899*
Image Segmentation 23.523 24.285 23.442*
Leaf 0.4*3 0.349 0.291*
Musk (Version 1) 40.665 30.268 27.735*
Seeds 0.673 0.628 0.619*
SPECTF Heart 7.304 6.81 6.627*
Statlog (Vehicle Silhoue) 11.097* 14.755 11.461
Wine 66.68 70.408 62.26*
Yeast 0.097* 0.098 0.097*

Remark: * is the smallest RMSE for each data set.

Table 4 shows the RMSE of imputation method for 25% of
missing data. The Corr-KNN method has lowest RMSE value for all
datasets. Corr-KNN is the most efficient method to impute in missing
values because Corr-KNN is the method that approximates actual values
more than any other method.

Table 4: RMSE of imputation method for 25% of missing data

Dataset Method
KNN KNNFS Corr-KNN

Breast Cancer Wisconsin

(Diagnostic) 47.051 46.954 44.473*
Forest type mapping 5.467 7.64 4.804*
Image Segmentation 24.37 24.668 23.919*
Leaf 0.517 0.628 0.398*
Musk (Version 1) 43.943 36.451 33.375*
Seeds 0.742 0.709 0.684*
SPECTF Heart 7.657 7.284 7.107*
Statlog(Vehicle Silhoue) 14.527 17.293 13.516*
Wine 72.991 75.249 68.499*
Yeast 0.098* 0.099 0.098*

Remark: * is the smallest RMSE for each data set.

Moreover, to simplify the performance of Corr-KNN, the RMSE
of imputation methods for each case of missing data percentage on 10
datasets are illustrated in Figure 1. Figure 1 clearly shows that Corr-
KNN outperformed than other methods by the smaller RMSE.
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Figure 1: RMSE of imputed data for each imputation methods on 10

datasets.

(a) Breast Cancer Wisconsin (Diagnostic),

(b) Forest type mapping, (c) Image Segmentation, (d) Leaf,
(e) Musk (Version 1), (f) Seeds, (g) SPECTF Heart,

(h) Statlog (Vehicle Silhoue), (i) Wine, (j) Yeast

4 CONCLUSIONS

In this study, we proposed the missing value imputation, namely
Corr-KNN. This Corr-KNN method is considering the correlation
coefficient between variable having missing data and variables having
complete data. After that, the variables having complete data which
highly correlated with the variables having missing data are selected for
using in K Nearest Neighbor (KNN) method for replacing missing data
with substituted data. Based on the results from 10 real datasets, Corr-
KNN has the powerful estimation ability for actual value more than
KNN and KNNFS methods. Therefore, Corr-KNN can be applied for
ensuring the accuracy of missing value imputation for data management
before analyzing the data.
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ABSTRACT

Missing data is one of the serious problems that occurs in the business world. Making the decision based on the results analysis from incomplete data
may leads to wrong decision. This paper presents the estimation of population mean using a new compromised imputation method for missing data.
The bias and mean squared error of a proposed estimator are derived up to first degree of approximation. The efficiency of the proposed estimator is
better than several other estimators. Theoretical findings are supported by empirical study to show the efficiency of the proposed estimator.

Keywords: Compromised imputation method; Mean square error; Ratio estimator

1 INTRODUCTION

In economics research, the data collection methods typically rely
on survey sampling. It is usually impossible to survey an entire
population due to its large size. For this reason, samples collected from
the population have been used to infer about the characteristics of the
population such as population mean, total, and proportion. One of the
most common and serious problems in survey sampling is missing
data, which can cause a significant effect to data analysis process.
Missing data naturally occurs in data collection when a few sampling
units refuse to respond or are unable to participate in the survey.
Thus, the imputation is the most popular method used to substitute
values for missing data which helps researchers deal with the
problems efficiently.

In the statistical literature on missing data, Little and Rubin
(1987) defined three mechanism: Missing Completely at Random
(MCAR), Missing at Random (MAR) and Not Missing at Random
(NMAR). While data are MCAR, if missingness does not depend on
observed value and missing value, the data are MAR, if missingness
is related to the observed data but not the missing values and the data
are NMAR, if missingness is related to observed data but not the
missing values. In this study, we implicitly assume MCAR which
introduced by Heitjan and Basu (1996).

N
Let Y=N">"y, be the population mean of study variable Y .
i=1

A simple random sample without replacement (SRSWOR), s, of size
n is drawn from finite population Q={1,2,...,N} of size N to estimate

the population mean Y . Let r be the number of responding units out
of sampled n and the number of non-responding units is (n—r). Let

the set of responding units be denoted by R and that of non-responding
units be denoted by R°. For sample units ieR, the value vy, is

observed. Nevertheless, for the units i€ R®, the 'y, values are missing

and imputed values are to be derived. The imputation is carried out with
the aid of a quantitative auxiliary variable X such that, the value of x

for unit i is x . The value of X, is known and positive value for every

i €S. Also, the data x, ={x; :i s} are known.

In addition, the imputation technique is also applicable when
information on an auxiliary variable is available. The auxiliary
information has been used in practice to increase the precision of the
estimators. When population parameters of the auxiliary variable are
known, several estimators for population mean of study variable
have been discussed in previously literature. For example, assume that
a researcher wants to estimate the population mean of the household
food cost. The researcher collects the household food cost and income
data samples. According to the example, the household food cost is the
study variable y and the household income is an auxiliary variable x .
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Over the last decade, several imputation techniques have been
published and discussed. Lee et al. (1994) used the information on an
auxiliary variable for the purpose of imputation. A few well-known
imputation methods such as mean, ratio, product, and regression
imputation methods have been used to improve the estimation of
population mean with non-response. Singh and Horn (2000)
suggested a compromised method under an imputation based
estimator of population mean which used the information on an
auxiliary variable. Ahmed et al. (2006) suggested several new
imputation based estimators that used the information on an auxiliary
variable and compared their performances with the mean method of
imputation. Moreover, Kadilar and Cingi (2008), Singh et al. (2009)
and Diana and Perri (2010) also suggested a few imputation
techniques in the case of missing data. Singh et al. (2013) proposed a
factor type compromised imputation method in case of missing data.
Singh et al. (2014) and Singh and Gogoi (2017) suggested an
exponential type compromised imputation method in the case of
missing data. More recently, and Pal (2015) and Audu and Adewara
(2017) suggested a new power transformation estimator of the
population mean.

In this paper, we propose a new estimator for the estimation of
population mean using missing data imputation. We suggest to adjust
the estimator proposed by Singh et al. (2014) and then compare the bias
and mean square error equations of the new proposed estimator with the
naive ones.

2 SOME IMPUTATION METHODS

There are some well-known imputation methods which are as
follows:

2.1 Mean Method of imputation
Under this method, the study variable after imputation takes the
form
y; ;ieR
Yi=y_ . o
Y, ;ieR", @
The point estimator of population mean Y is given by
o1 =
yszﬁzyi:yrY (2)

where ¥, :%Z Y, .
ieR

Lemma 2.1: The bias Bias(-) and the variance V() of y, are
respectively given by
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®

@
22

Ratio method of imputation

The ratio method of imputation is applied with the help of
information obtained on an auxiliary variable x in the case of single

value imputation. Theith unit requires imputation, the value Bxi is
imputed, WheretS:Zyi/Zxi .

ieR ieR

y, ;ieR
Yi= bx. ;i eR".

Under this method of imputation, the point estimator of population
mean is given by

The study variable after imputation

becomes

®)

= _ X,
Year = Yr ; ’

T

©®)

where Xn=%2xi and X,:%in.

ies ieR
Lemma 2.2: The bias and the mean square error MSE (-) of Yy, are
respectively given by

s 1 1)\,
Blas(yRAT ) :(?_H)Y I:C>2< _vacvcx:l ) (7)
= 1 1 11
MSE(yRAT):(i_i)SVZ +(7_7j[sv2 + R125>2< _ZRlst:I ’ (8)
n N rn
N - N _ _
Z(Xi_x) Z(Y| _Y)(Xi_x)
Where S} =-= , 82, =1
X N-1 X N -1
>
_ X
Yy _ &% S S S
==, X=E— ¢ =2 C=F, py =2
R=% NS Ty TR TS,
2.3 Compromised method of imputation

Singh and Horn (2000) proposed the compromised imputation
procedure, where the study variable after imputation takes the form

n nL
a—Y,+(1-a)bx ;ieR
Yi=q T ( ) €)

(1-a)bx, iieR’.

where @ are suitably chosen constant, such that the resultant variance
of estimator is minimum.

Thus, the point estimator of the population mean under the above
imputation method becomes

|

Yeowr =aY, +(L-a)V, ;ﬂ . (10
Lemma 2.3: The bias and the mean square error of Y., are
respectively given by
s o 1 1\orr2
Bias(Veoue ) =(1-) T Y[Cx —pXYCYCx], 1)
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_ 1 1)\~
MsE(yCOMP):(Tﬁchf

+[1_EJW [1-eyci-20-a)pCC,]. (2

r n
and

2
. = 11 =
MSE (Yoour ) = MSE (rar ) — [* _*j(l_ Pxy &] Y*(Cy, (13)
ron Cy
Where a,, =1-pyy & .
Cx

3 PROPOSED ESTIMATOR

Motivated by Singh et al. (2014), we propose a new
compromised imputation method called an exponential type
compromised method. The study variable after imputation is given as

below.
n X X—X ).
—Vv. +(1-k)y, —exp| =— |;ieR
ary'+( )err p[x+z] <
y, = g 7% (14)
-X .
1-k)y. —e —r ;ieRC.
( )yrir Xp(x-'—yr] <

The point estimator of the population mean under the new method of
imputation is given as follows.

X (15)
XT

X -X
Ver =Ky, +(@-K)Y. | — |exp| =—=|.
Ver =Ky, +( )yr[ J p[X+Y,j
4 PROPERTIES OF THE PROPOSED ESTIMATOR

The bias and the mean square error of the proposed estimator
up to the first degree of approximations are derived under the following
transformations:

¥, =Y (1+g),and X =X (1+s,).
Then, we have
E(e)=0,i=12 and

N (1 1)~ N (1 1) (11
E(el)_(F—ﬁ Cl.E(e})= NG E(eg,)= oo PG
Under the above transformation, the estimator takes the following form
Ver = kv(1+el)
- -1 e, e )"
+(1-k)Y (1+e)(1+e,) exp - 1+E .
Now we have the following theorems:

Theorem 4.1:

The bias of the proposed estimator y., to the first degree of
approximations is given by

(16)

o 31 1
Blas(yET)=(1—k)Y g(?_ﬁjcx [5c>< _4vacv] . (17)
Expressing the estimator Y, in terms of e; ’s, expanding the right

hand side of the above expression, taking expectations and collecting
the terms up to the first degree of approximations, we get the expression
for bias of the estimator as given in (17).

Proof: By the definition of bias

Bias(Ver ) =E(Ver -Y) . (18)

Such that
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Code 015
Bias (Ver ) = E(Ver —) 5  EFFICIENCY COMPARISON OF THE ESTIMATOR
e e\t On the basis of expressions of mean square errors of the
_ _ o _
—E{kY (1+e)+(1-k)Y (1+¢)(1+e,) exp{—é(ﬁé) }—Y} proposed estimator (Ve ) . Wwith those of estimators ¥, , Vg and

Yeowe then, we can observe the efficiency of the proposed estimator.

2
=E|Y(1+g) k+(1—k)\7(1+e2+e22) 1-&.3%% )y ) . _ .
2 8 5.1 Comparison of the estimator (yET)mi" and the estimator Y,
= 3e, 15¢7 3 —
:E{Y [e1+(1k)[;2+;zef2m. V(YS)—MSE(VET)W:Yz(%—%jpfxqz>0 (23)

Equation (23) is always true. Hence the estimator (Ve ) ., IS better than

mil

Therefore

11 the estimator ¥, under optimality condition (21).

Bias(VET):(l—k)Vg(F—ﬁij [5C, —4p,.C, ]

5.2 Comparison of the estimator (¥ ) . and the estimator ¥,

mil

Theorem4.2: = =
: S MSE(yRAT ) - MSE(yET )min
The mean square error of the proposed estimator up to the first order of
approximations is given by, (1 1 2 (1 1
pp g Y =Y?|| 2==|(Ce —puCy ) +| = |AKCY >0 (24)
= (1 1 rn n N
MSE (Vg ) =Y TN
r Equation (24) is always true. Hence the estimator (Ve ), is better than
3 .
(Cf +(1- k)ZCX [(1-k)3Cy —4p,,C, ]) (19) the estimator Y, -
Now using the expression given in equation (16) for Y, , expanding the 5.3  Comparison of the estimator (VET )min and the estimator
terms and taking expectations and retaining the terms up to the first (Veour )
degree of approximations we get expression for mean square error as Yeowe Jmin
given in equation (19). _ = (1 1
MSE(yCOMP )mm - MSE(yE‘r )mm =Y z H _ﬁ p&XCVZ >0 (25)
Proof: By the definition of mean square error Equation (25) is always true. Thus, it can be concluded that the
MSE (VET):E(VET _?)2. (20) proposed estimator (Vi) . is always preferable over the estimator
(VCOMP )min :
Such that
MSE (Ver ) = E[(Yg ,7)2] 6  EMPIRICAL STUDY

. 2 For the empirical study of the proposed strategy with other
_ - WY 1 (.8 | v existing imputation strategies we consider the following data from
- I{[kY (1re)+(1-K)Y (L+e)(l+e,) exp{ 2 [H 2) } Y] Rachokarn and Lawson (2017). The data are taken from the

Government of India for the West Bengal state in 1981. The data

302 2 belongs to the population census of 96 villages. This study assumed that
=E Y(1+el)[k+(1_k)y(1+e2+e§){1_ez+ez}]_yJ the number of agricultural labors in the village was taken as study
2 8 variable Y and the area of the village as taken as auxiliary variable X .
The following values are obtained for the considered variables.
v 2 2 29 va va
=Y E[(e1 —(1-k)3ee, +(1-k) 2% ﬂ N=96 , Y=137.93 , X=144.87 , S, =18250 , S, =117.57 ,
Therefore CY =132 , CX =0.82 y Pxy = 0.77 , = 23 , r =20
= (1 1 3
MSE(yET)zYz[f——j[C\f +(1-k)=C, [(1-k)3C, —4pXYCY:|). _ _
r N 4 Table 1: Bias and mean square errors for the proposed estimator and
Theorem4.3: other existing estimators
The minimum mean square error of the proposed estimator is given by, - .
nimu a prop : 1S given by Estimators Bias MSE
= (1 1)\golme 2
MSE (Ver ), —(;‘NJY [CF(t-pk )] 1) A 0 131837
Since the mean square error of Y., as given in (19) is a function of Vonr 0.14 1090.21
unknown constant k . Therefore, it is natural to search for an optimum
value of k ; s_uch that the mean square error of _the proposgd estimators Veomr -0.18 725.58
becomes minimum. Hence differentiating equation (19) with respect to
k and equating to zero, so we get optimum value of k as Ver 0.05 534.17
C
k=1-2p, 21 @
37 C, From Table 1, we can see that the proposed estimator Y, is
Putting the value of k from the equation (22) into the equation (19), we more efficient than the other existing estimators in term of minimum
get the minimum mean square error of Y, as defined in (21), which mean square error. The estimator using mean imputation method Y,
completes the proof. performs the worse when compared to other estimators in term of

mean square error. In term of bias, we can see that the estimator ¥,

is an unbiased estimator. Nevertheless, the proposed estimator Y.,
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has a smaller bias when compared t0 Vg, and V.o, and it is
closed to zero.

7 CONCLUSIONS

In this study, we proposed a new estimator for the estimation
of population mean using exponential type compromised imputation.
The proposed estimator was useful when a few observations were
missing in the survey sampling and population mean of auxiliary
information was known. With support from the proposed estimator,
mean square errors of the proposed estimator were less than other
existing estimators; therefore, the proposed estimator was more efficient
than the other existing estimators. In addition, the empirical study was
carried out to further prove the efficiency of the proposed estimator. In
conclusion, the new estimator of the population mean for missing data
was successful and provided guidelines when selecting the appropriate
estimator under missing data conditions.
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ABSTRACT

The objective of this research is to propose a missing data imputation in multiple linear regression analysis with missing at random dependent
variable, namely the Mean Regression Imputation (MRI) method was developed from the Mean Imputation and the Regression Imputation (RI)
method. The MRI method is compared the efficiency with 4 methods of missing data imputation which are the Regression Imputation (RI) method,
the Mean Imputation method, the Stochastic Regression Imputation (SRI) method and the Expectation Maximization Algorithm (EM Algorithm)
method by using the Monte Carlo simulation with R program. For the study three independent variables with sample size (n) 30, 50, and 100;
standard deviations of error ( &) 5, 10 and 15; missing percentage 5, 10 and 15. The criteria used to compare performance is an Average Mean Square
Error (AMSE). The result of this research indicates that the o is equal to 10, the proposed MRI method has performance better than the other
methods in case of n is equal to 30 at missing percentage are equal to 5 and 10. When the o is equal to 15, the MRI method has the best performance

for all levels of n and all missing percentages.

Keywords: Multiple Linear Regression; Missing Data Imputation; Mean Regression Imputation

1 INTRODUCTION

Prediction is a popular technique that used in many research such
as finance economics, social sciences, science, medicine and industry.
Because of the current economics and social conditions are more
complicated, they always fluctuate and change. This may affect
planning of work. Therefore, if you can predict results in the future, it
will be more beneficial for planning of work than ignoring it. This can
reduce the risk of decisions, erroneous operation or can prepare for any
problems that may occur in the future.

Multiple linear regression analysis is data analysis by using
independent variables that has more than one variable to explain
independent variable. The multiple linear regression models will
indicate the average linear correlation between the group of independent
variables and the dependent variable. This makes our use this
relationship to predict the value of the dependent variable in the future.

In the case of data collection, the data often have problem or
missing data. The survey research found the missing data, and there are
2 causes. The first caused is the non-response for some sample or “Unit
nonresponse”. The second cause is the item non-response for some
question. If you bring the incomplete analysis of data to use, the
analysis may produce inaccurate results. That can be impact to use of
decision-making in various tasks. If the incomplete data is used in
regression analysis, the efficiency of data analysis will be reduced.
Then, results may biased.

The study of the research related to the missing data of the
variables according to the multiple regression analysis showed that
Saengsuwan (2008) compared 4 methods of missing data imputation:
the Loss Imputation method (Loss method), the Mean Imputation
method (Mean method), the Regression Imputation method (RI method)
and the Multiple Imputation method (MI method). The results indicate
that the Rl method is the most effective when the missing percentage is
increased. Wongarmart (2012) compared 3 methods for multiple linear
regression analysis of missing data imputation: the Expectation
Maximization Algorithm method (EM Algorithm method), the K
Nearest Neighbor Imputation method (KNN method) and the Predictive
Mean Matching Imputation method (PMM method). The results
indicate that the EM Algorithm method has the best performance when
the standard deviations of error are not high (10-30) and the KNN
method has the best performance when the standard deviations of error
is high (90). And Lamjaisue (2017) compared 6 methods of missing
data imputation: the Rl method, the Stochastic Regression Imputation
method (SRI method), the KNN method, the EM Algorithm method, the
K Nearest Regression Imputation with Equivalent Weighted method
(KREW method) and the K Nearest Stochastic Regression Imputation
with Equivalent Weighted method (KSEW method). The KREW
method is missing data imputation method of combining 2 methods: the
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KNN method and the RI method then bring to be weighted by
Equivalent Weight (EW) method. The KSEW method is missing data
imputation method of combining 2 methods: the KNN method and the
SRI method then bring to be weighted by EW method. The results
indicate that the KSEW method has the best performance when the
sample sizes are equal to 20 and 30. The SRI method has the best
performance when the sample sizes are equal to 50 and 100.

Based on the above research, the researcher proposed the method
of missing data imputation, namely the Mean Regression Imputation
method (MRI method) was developed from the Mean method and the
RI1 method. So, in this research, we compared the efficiency with 5
methods of missing data imputation of the dependent variable which are
the Mean Imputation method, the Rl method, the SRI method, the EM
Algorithm method and the MRI method. The criteria used to compare
performance is an Average Mean Square Error (AMSE).

2 METHODS

The objective of this research is to propose a missing data
imputation in multiple linear regression analysis with missing at random
dependent variable. Monte Carlo simulations were performed under
different circumstances, as follows;

2.1 Determine an independent variable with normal distribution.
In this study will use 3 independent variables by X, [1 N(0,100);k =1,2,3

2.2 Define an error with a normal distribution (& 7 N(0,0%))

that have an average value equal to 0, the standard deviations of error
equal to 5, 10 and 15, respectively.

2.3 Create the dependent variable that has a linear relationship
with independent variable. This uses the linear relationship model by
the following:

Yi =B+ BXa+ BoXy + BoXia T & @
When i =1 2, ..., m,m+1 ..., n at n are equal to 30, 50 and 100.
Determine the coefficient g, =p8=46,=8,=1. The
independent variables are non-missing. Y1:---» Ym are the data of the

regression

dependent variable as there is non-missing and Ym1:--+» ¥n are the

data of the dependent variable as there is missing.

2.4 Assign the missing percentage 5, 10 and 15 with missing at
random dependent variable.

2.5 Estimate 5 missing data methods for imputation as follows:

1) Mean Imputation method (Mean method)

Mean is a method that used to impute in the missing data of
the dependent variables by using the average value of the dependent
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variable based on only the data is non-missing (Barnett, 2002) as
follows: .
Yi
T i=1

e

@

When 'y, is The estimated value of the missing observation value of the

dependent variable, the observation value that j; j=m+1...,n; vy, is

observed values of the dependent variable is non-missing; m is number
of observed values of the dependent variable is non-missing.

2) Regression Imputation method (Rl method)

R1 is a method that regression models to estimate the missing
data. The data sets are non-missing (x,y;);i=12,...,m create the
regression model with Ordinary Least Squares (OLS) method. The

regression model was used to predict the missing values of the
dependent variable (Little and Rubin, 2002) as follows:

Yi =ﬂ0+ﬂlle+...+ﬂkxjk 3)

When y; is The predicted value of the dependent variable of the

observation value j;j=m+1....,n; B, B,.... 3 are Estimates of
regression coefficients; x;,X;,,..., X; are The observation value of the

independent variables that the dependent variable is missing; m is
number of observed values of the dependent variable is non-missing.

3) Stochastic Regression Imputation (SRI) method

SRI is a method that uses regression models from non-
missing data sets like the RI method. But different from the RI method
is the regression model that predicts the missing values of the dependent
variable, It adds a residual term to the regression model (Enderers,
2008) as follows:

i =B+ BiXj oo+ BXy +Z, 4

When y; is The predicted value of the dependent variable of the

observation value j;j=m+1....,n; B,,B,..., B are Estimates of
regression coefficients; x;,X;,,...,X; are The observation value of the

independent variables that the dependent variable is missing; m is
number of observed values of the dependent variable is non-missing; z

is an estimate of error with the normal distribution is the mean of 0 and
the variance equal to the variance of error in the regression model. This
value is derived from random, using the Monte Carlo method.

4) Expectation Maximization Algorithm method
(EM Algorithm method)

Little and Rubin (2002) proposed the EM Algorithm method
used to fill the missing data of the dependent variable in multiple linear
regression analysis. The EM algorithm method is a repetitive process
for estimating the maximum likelihood of a parameter when some data
is missing. The missing of data is divided into 2 main steps. First, the
E-step is the process of finding the expected value of missing data under
the conditions of the non-missing data set to bring this expectation to
the missing data. Second, the M-step is the procedure for estimating the
maximum probability of a parameter, the missing of data is estimated by
the E-step. The steps are as follows:

Step 1 manage data set y=XpB+¢€ into 2 parts are non-
missing data and missing data.

B &

|:y1:|:|:xl:| A . &

Y, X, || : (5)
B &n

When Y1 is vector of dependent variable that is non-missing data,
which is the size mx1; Y2 is vector of dependent variable that is
missing data, which is the size (n—m)x1; X, is the matrix of
independent variable that data set of the dependent variable that is non-
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missing data, which is the size mx(k+1) ; X, is the matrix of

independent variable that data set of the dependent variable that is
missing data, which is the size (n—m)x(k+1) ; B is vector of
parameter by size (K+1)x1; & is vector of error by size nx1.

Step 2 estimates linear regression coefficients, starting

with the OLS method from the complete data set currently available,
calculated from the formula:

© . .
B =(XX) "Xy, ©)
Step 3 enter the E-step step by taking the value of (B(O))

from step 2 to the expected value. For estimate the missing value of the
dependent variable that is missing. To repeat the first round calculated
from the formula:

Yi ii=12,...,m

p

0 (0 n© .

BY +> BOx; ij=m+L....n
k=1

Step 4 enter the M-step procedure by replacing the
missing value with the estimated value in step 3 and then calculating the
regression coefficient. To repeat the first round calculated from the
formula:

E(y,[X.y,,8”) = %

B = (X X)Xy ®

Step 5 determine the absolute value of the difference
between the regression coefficients in step 2 and step 4 with a value
less-than or equal to 0.001. If the absolute value of the difference
between all regression coefficients is greater than 0.001, continue to
step 6.

Step 6 estimates the new missing value, which returns to
the E-step. Repeat the cycle at t;t=23,... with estimate new
regression coefficient that calculated from replacing missing data,
calculated from the formula:

Y i=12,....m
A P A~
BYY + D BYVx; ij=m+l...n
k=1

Enter M-step method to repeat the cycle at t to calculate the new
regression coefficient, calculated from the formula:

Bm —(XX)'Xy®
Do this repeatedly, until the absolute value of the difference between the
regression coefficients is less than or equal to 0.001, so stop.

E(y Xy, BS™) = ©)

(10)

5) Mean Regression Imputation method (MRI method)

MRI is a method of missing data developed from Mean
method and RI method. The imputation procedure by the MRI method
is performed as follows:

Step 1 find the average of the dependent variables based
only on the non-missing data,m calculated from this formula:

B ley

Vi 11)

m

Then the average values add to the missing value. Each dependent
variable has the same value is Y.

When y; is The estimated value of the missing observation value of the

dependent variable, the observation value that j; j=m+1...,n; vy, is

observed values of the dependent variable is non-missing; m is number
of observed values of the dependent variable is non-missing.

Step 2 use the data from step 1 to create the regression
model by using OLS method, and calculated from this formula:

p=(XX)'XY
When Y is The data set is non-missing for the dependent variable; X is

The data set of independent variables as the dependent variable is non-
missing.

(12)

Step 3 apply the regression model obtained in step 2 to
predict dependent variable which is missing value as follows:

Y :ﬂo+ﬂ1le+...+ﬂjkxik (13)
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When 'y, is The predicted value of the dependent variable of the

observation value j;j=m+Ll...,n; By, pB,..., B are Estimates of

regression coefficients; Xjps Xjgye -0 X A€ The observation value of the

independent variables that the dependent variable is missing; m is
number of observed values of the dependent variable is non-missing.

2.6 Estimate the regression coefficient with the OLS method
at complete data from estimates obtained in each method of missing
data imputation method to generate multiple linear regression models.

2.7 Calculate the AMSE value from the 5 missing data
imputation methods by using the Monte Carlo simulation in each
situation, a number of 1,000 cycles to compare the efficiency of the
estimated missing data from the AMSE. Estimating any missing data
that provides AMSE value the lowest, it will be method that is the most
effective way to estimate the missing data.

3 RESULTS

When the standard deviation of error ( &) is equal to 5 at all
sample sizes (n), the method of missing data imputation that give the
lowest AMSE values at every situation is the RI method at all levels of
missing percentage as shown in Table 1.

Table 1 The AMSE of 5 methods of missing data imputation when the
standard deviation of the error is equal to 5.

Sample Missing Missing Data Imputation

Size Percentage RI SRI Mean MRI EM
5 3.6577 4.0138 7.5873 3.8572 4.9404

30 10 2.0825 2.2517 4.5673 2.1742 2.3392
15 1.0101 1.1060 2.5101 1.0256 1.0680
5 3.7757 4.3673 11.008 4.4027 6.6067

50 10 2.1868 2.5474 7.2627 2.4491 2.9983
15 1.0718 1.3854 5.5019 1.1926 1.3958
5 4.1804 5.4166 19.2042 6.2434 14.3268

100 10 2.3594 3.1965 13.4321 3.3268 5.5245
15 1.1413 1.7922 10.0024 1.5840 2.1867

When the o is equal to 10 at n is equal to 30, the method of
missing data imputation that give the lowest AMSE values is the MRI
method except n are equal to 50 and 100, the method that give the
lowest AMSE values is the Rl method at missing percentage are equal
to 5 and 10. At all n is equal to 15, the EM Algorithm method give the
lowest AMSE values at missing percentage is equal to 15 as shown in
Table 2.

Table 2 The AMSE of 5 methods of missing data imputation when the
standard deviation of the error is equal to 10.

Sample Missing Missing Data Imputation
Size Percentage RI SRI Mean MRI EM
5 149066 159547  17.7243  14.8699  16.3748
30 10 87524 95297 10486 87284  9.1456
15 40347 44583 5097 40217 20714
5 154895 17.3137 203797 155313  18.9922
50 10 92001  10.8422 13.3555  9.2256  10.5382
15 42655 5571  7.8127 42859  2.3298
5 16.691  21.0169 287106 17.8276  28.9357
100 10 100095 135055 19.2341  10.3871  14.4935
15 45878 72271 120985  4.8178 2,918
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When the & is equal to 15 for all n, the method of missing data
imputation that give the lowest AMSE values at every situation that is
the MRI method at all missing percentages, then the MRI method has
the best performance as shown in Table 3.

Table 3 The AMSE of 5 methods of missing data imputation when the
standard deviation of the error is equal to 15.

Sample Missing Missing Data Imputation

Size  Percentage RI SRI Mean MRI EM
5 32.3858  35.4812 32.7930  31.6848  35.5117

30 10 19.0018  20.9493  19.5622  18.7109  19.8278
15 9.5532 10.3818  10.1501 9.4952 9.7067
5 33.6241  38.7934  34.8498 32.654 39.4330

50 10 19.9614 23.885 222844  19.4725  22.2659
15 10.1276 129711  12.6256 9.9999 10.7833
5 37.2673  47.6968 425054  35.9077  55.2362

100 10 21.2352  29.4440  27.5184  20.7114  27.3367
15 10.7221  16.5494  16.2682  10.5421  12.6189

4 CONCLUSIONS

To the compare the efficiency of the propose Mean Regression
Imputation (MRI) method with 4 methods of missing data imputation
for multiple linear regression analysis with missing at random
dependent variable, based on the AMSE value indicates that for the
standard deviation of error ( &) is equal to 15 for all sample size (n), the
MRI method has the best performance of missing data imputation at all
missing percentages. For the & is equal to 10 and n is equal to 30, the
MRI method is the most effective of missing data imputation at all
missing percentages. For the o is equal to 5 for all n, the MRI method
and the RI method are relatively small differences between the AMSE
values at all missing percentages.
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ABSTRACT

The purpose of this study was to comparative accuracy of binary classification based on missing data imputations methods namely; Support Vector
Machines (SVM); Neural Networks (NN); Random Forests (RF); Multiple Imputation (MI) and Bagged Tree Imputation (BTI). Three data sets which
comprises: i) 7 categorical and 9 continuous independent variables, ii) 9 categorical independent variables and iii) 9 continuous independent variables.
The comparisons were made with the following conditions: (i) Three data sets; (ii) three types of missing data: missing completely at random
(MCAR), missing at random (MAR) and not missing at random (NMAR); (iii) six level of percentage of missing data (5, 10, 15, 20, 25 and 30). We
analyze which imputation method influences most the classifiers’ accuracy. The best imputations in overall were obtained using RF and SVM, the
imputation under MAR and MCAR were obtained using SVM, the imputation under NMAR were obtained using RF. The imputations under
percentage of missing were obtained using SVM or RF

Keywords: missing data imputation; binary classification

1. INTRODUCTION

. . . . 3. DATASET
Missing values are unavoidable in real world datasets, there is a

variety of causes why data may be missing. Anyone who does statistical In this section, we introduce and describe the data set. We used
data analysis of any kind runs into the problems of missing data. In a three data set from University of California Irvine Machine Learning
characteristic dataset we always land up in some missing values for Repository, i) Bank Marketing data set with 7 categorical and 9
attributes. The most serious concern is that missing data can introduce continuous independent variables and 1,000 instances by simple random
bias into estimates derived from a statistical model (Rubin, 1987; sampling from 45,211 instances, ii) Wisconsin Breast Cancer Database
Becker & Walstad, 1990; Becker & Powers, 2001). If the responses are with 9 categorical independent variables and 700 instances and iii)
not ignorable, however, estimation of the propensity scores is Breast Cancer Coimbra Data Set with 9 continuous independent
complicated and often requires additional surrogate (Chen et al., 2008) variables and 116 instances.

or instrumental variables (Kott & Chang, 2010) to estimate the model

parameters consistently. Missing data analysis is importance since an 4. RESEARCH METHODOLOGY

inference based ignoring the missingness may not only misleading

conclusions, but also lose efficiency and lead to biased results. (Little & Methods

Rubin, 2002) In this section, we introduced and described the methods applied
to impute the original incomplete data set. The five imputation
2. MISSING DATA techniques applied are: Support Vector Machines (SVM); Neural

Networks (NN); Random Forests (RF); Multiple Imputation (MI) and
Bagged Tree Imputation (BTI).

Support Vector Machines (SVM)

SVM are learning machines based on the statistical learning
theory, which can use linear and nonlinear kernels for the classification.
such that & =1 when y. is observed and & =0 when y, is They minimize the structure risk in a higher dimensional feature space,

! ! ! ! searching for the hyperplane with the largest margin between the
missing. We note that each y, and the corresponding &, can also be classes. (Xin et al., 2010). SVM are useful approach for solving data
. classification and recognition problems. In this work we used the SVM
vectors. Let y,,, denote the observed and v, missing components of implementation from the Radial Basis Function (RBF) kernel from R
y . With the above notation, the missing data mechanisms are package ‘kernlab’.

Let y=(y1,y2,~-~yn)' denote the complete set of the outcome

variables, and 8=(51,52,~-~5” )' be the vector of missing data indicators

characterized by the conditional distribution of & given Yy , say Neural Networks (NN) ) . ]
A number of approaches have been investigated and applied to
f (8 y,¢) , where ¢ denotes some unknown parameters. solve the missing data of this research includes NN, because of their

flexibility, fault tolerance and capability to handle incomplete data. NN

Three major types of missing data are (Little & Rubin, 2002): . - - .
- . models have previously been applied to solve different tasks of missing
Missing completely at random (MCAR) denotes the mechanism data comprised of neural networks as a key classifier (lbrahim,

that missingness does not depend on the values of the data Y, missing Abdullah and Saripan, 2009). In this work we used the NN

or observed. implementation from the R package ‘nnet’.
£(8ly,0)=r£(8|p)vy, 1 Random Forests (RF)

L ( Y ¢) ( ‘¢) v ( ) RF (Breiman, 2001) is a machine learning technique that builds a

Missing at random (MAR) denotes the mechanism that  multitude of weak decisional trees at training time and outputs the class

missingness only depends on the components y - of  that are that is the mode of the classes (classification) or average prediction

observed, and not on the components that are missing. (regression) of the !ngﬂwdual trees. Each tree is individually tr_alned ona

sample of the training data, and at each node, the algorithm only

f (5 Y.¢):f (5 yobs,(ﬁ)Vyms.rﬁ @) searches across a random subset of the features to determine a split. The

Not g at rncom (NWAR) denates the ane vt the UL 10 b e bl b s of et e

distribution of Y does depend on the missing values in the data. p 9 jority :

f ( Y,

(Jordanov, Petrov and Petrozziello, 2018). In this work we used the NN
X,,0, =0,¢) £ f( y, ‘ x,,0,= 1,¢) 3) implementa_tion from thc_s R package ‘randomForest.
Multiple Imputation (MI)
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Ml is a statistical technique for analyzing incomplete data sets,
that is, data sets for which some entries are missing. Application of the
technique requires three steps: imputation, analysis and pooling. The
figure illustrates these steps.

Imputation: Impute the missing entries of the incomplete data
sets, not once, but m times. Imputed values are drawn for a distribution.
This step results are m complete data sets.

Analysis: Analyze each of the m completed data sets. This step
results in m analyses.

Pooling: Integrate the m analysis results into a final result.
Simple rules exist for combining the m analyses.

For imputing the missing data, we use Ml algorithm (Verboven et
al., 2007), implemented in the amelia function from the Amelia package

Bagged Tree Imputation (BTI)

Bagging predictors approach generates manifold versions of a
predictor to get an aggregated one. The aggregation function usually is
the average value over all predictor estimations for a numerical
outcome, or employs a majority vote when the desired output is a
categorical one. The multiple predictions are estimated by bootstrapping
from the training set and subsequently using these as new learning sets.
Tests on real and artificial data sets, using classification and regression
trees and subset bootstrap with linear regression, show that bagging can
be beneficial for the accuracy. Vital component of this technique is the
instability of the prediction model, but if perturbing the learning set can
cause significant changes in the constructed predictor, then bagging can
improve the accuracy. (Saar-Tsechansky & Provost, 2007; Rahman &
Islam, 2011; Jordanov, Petrov and Petrozziello, 2018). In this work we
used the BTI implementation from the R package ‘caret’.

Model Evaluation

The accuracy of missing data imputation methods is evaluated by
accuracy of classification.
Number of correct predictions
Total number of predictions

Accuracy of classification

Structural Flow of the Work

Referring to Section 3, each data set follow extraction of the
missing data from the incomplete data sets by the MCAR MAR and
NMAR method with the percentages of the missing at 5, 10, 15 20 25
and 30. As a result, each data set was completed and ready for
simulation using the missing data imputation techniques, namely SVM,
NN, RF, Ml and BTI. For executing the tests, we wrote the codes in R-
programming and retrieved some equations relating to those techniques
from CRAN projects, and used 1,000 replicated for each condition.
Next, we tested the results from simulations with the estimators by
accuracy of classification. The simulations and results are described in
the next section.

5. RESULTS

Missing data imputation methods: SVM, NN, RF, Ml and BTI
were applied to impute missing data. The goal was to analyze the
improvements in accuracy of classification when different algorithms
were applied to impute missing data values. Table 1-3 indicates the
average of accuracy classified by percentage of missing data and
missing type for Bank Marketing data set, Wisconsin Breast Cancer
database and Breast Cancer Coimbra data set respectively. Table 4-5
indicates the accuracy of classified percentage of missing data and type
of missing respectively. Figure 1 - 5 shows the accuracy of SVM, NN,
RF, Ml and BT respectively.

Table 1: Average of accuracy classified by percentage of missing data
and missing type for Bank Marketing data set.

Code 017
Type Missing SVM NN RF MI BT
Average 0.8412 0.8262 0.8581 0.7596 0.7563
5 0.8897 0.8764 0.8907 0.8207 0.7999
10 0.8869 0.8821 0.8871 0.8060 0.7814
15 0.8904 0.8835 0.8933 0.8108 0.7909
MCAR 20 0.8894 0.8846 0.8990 0.8013 0.8147
25 0.8906 0.8748 0.8915 0.7981 0.7896
30 0.8929 0.8767 0.8988 0.7935 0.7955
Average 0.8900 0.8803 0.8939 0.8019 0.7944
5 0.4600 0.4657 0.4800 0.5762 0.5105
10 0.5400 0.5522 0.5332 0.5848 0.5597
15 0.6060 0.5848 0.6080 0.6354 0.6214
NMAR 20 0.6368 0.6329 0.6561 0.6203 0.5923
25 0.7120 0.6847 0.7295 0.6474 0.5804
30 0.7384 0.7224 0.7619 0.6852 0.6631
Average 0.6155 0.6071 0.6281 0.6249 0.5879
Average 0.7672 0.7566 0.7780 0.7198 0.7017

Table 2: Average of accuracy classified by percentage of missing data
and missing type for Wisconsin Breast Cancer database.

Type Missing SVM NN RF MI BT
5 0.7646 0.7759 0.7944 0.7444 0.7415
10 0.8576 0.8335 0.8565 0.7721 0.7690
15 0.8291 0.8286 0.8398 0.7660 0.7789
MAR
20 0.8544 0.8319 0.8789 0.7730 0.7604
25 0.8388 0.8331 0.8544 0.7471 0.7103
30 0.8424 0.8113 0.8594 0.7524 0.7757

Type Missing SVM NN RF Ml BT
5 1.0000 0.8517 0.9331 0.6168 0.9805
10 1.0000 0.8316 0.9245 0.6044 0.9818
15 1.0000 0.8409 0.9231 0.6017 0.9819
MAR 20 1.0000 0.8392 0.9220 0.6003 0.9827
25 1.0000 0.8461 0.9223 0.6047 0.9823
30 1.0000 0.8553 0.9241 0.5987 0.9789
Average 1.0000 0.8441 0.9249 0.6044 0.9813
5 0.9614 0.9435 0.9695 0.8004 0.9548
10 0.9628 0.9423 0.9690 0.7845 0.9537
15 0.9619 0.9420 0.9684 0.7782 0.9520
MCAR 20 0.9625 0.9407 0.9686 0.7728 0.9527
25 0.9627 0.9404 0.9686 0.7717 0.9508
30 0.9624 0.9402 0.9683 0.7703 0.9503
Average 0.9623 0.9415 0.9687 0.7797 0.9524
5 0.9444 0.8291 0.9999 0.8765 0.9715
10 0.9252 0.7883 0.9467 0.8521 0.9356
15 0.9252 0.7813 0.9470 0.8519 0.9348
NMAR 20 0.9165 0.5766 0.9317 0.8267 0.9356
25 0.8975 0.6403 0.9246 0.8150 0.9261
30 0.1846 0.4595 0.9097 0.7866 0.9197
Average 0.7989 0.6792 0.9433 0.8348 0.9372
Average 0.9204 0.8216 0.9456 0.7396 0.9570
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Accuracy of Support Vector Machines

Table 3: Average of accuracy classified by percentage of missing data
and missing type for Breast Cancer Coimbra data set.

Type Missing SVM NN RF Ml BT
5 09065 06204  0.8948 09689  0.7985
10 08946 06142 08907 09535  0.8020 -
15 08774 05992  0.8892  0.9475  0.8000
MAR 20 08654 05985  0.8898 09452  0.7953
25 08597 05964  0.8825 09390  0.7926 "
30 08492 05939  0.8793 09344  0.7906

Average 0.8629 0.5970 0.8852 0.9415 0.7946

Percentage of

5 0.7365 0.5722 0.7205 0.9667 0.7120 . .
Figure 1: Accuracy of Support Vector Machines
10 0.7402 0.5785 0.7243 0.9402 0.7228
15 0.7417 0.5687 0.7329 0.9375 0.7249 Accuracy of Neural Networks
MCAR 20 0.7380 0.5750 0.7220 0.9226 0.7151
25 0.7297 0.5679 0.7181 0.9215 0.7104
30 0.7310 0.5674 0.7159 0.9165 0.7045

Average 0.7361 0.5715 0.7226 0.9277 0.7155 z

5 08333 07772 09947  0.9807  0.7405 E
10 09167 06908 09238  0.9480  0.6310
15 08889 05749 09282 09163  0.6639

NMAR 20 0.8737 05368 07083 09181  0.6167
25 08614 04642  0.6272 09127 05254 D ety "
30 0.7431 0.4993 0.7310 0.9160 0.5968 Figure 2: Accuracy of Neural Networks

Average 0.8528 0.5905 0.8189 0.9320 0.6290

Accuracy of Random Forests

Average 0.8166 0.5859 0.8045 0.9331 0.7020

Table 4: Average of accuracy classified by type of missing.

Missing SVM NN RF MI BT
5 0.8329 0.7458 0.8530 0.8168 0.8011
10 0.8582 0.7459 0.8506 0.8051 0.7930
15 0.8578 0.7338 0.8589 0.8050 0.8054
20 0.8596 0.7129 0.8418 0.7978 0.7962
25 0.8614 0.7164 0.8354 0.7953 0.7742
30 0.7716 0.7029 0.8498 0.7948 0.7972 i ! p N ..‘..':: "
Average 0.8400 0.7264 0.8493 0.8007 0.7943 Figure 3: Accuracy Of. Random Forests
Table 5: Average of accuracy classified by type of missing. ) Accuracy of Multiple Imputation
Type SVM NN RF Ml BT .
MAR 0.9014 0.7558 0.8894 0.7685 0.8441 -
MCAR 0.8628 0.7978 0.8617 0.8364 0.8208
NMAR 0.7557 0.6256 0.7968 0.7972 0.7180
Average 0.8400 0.7264 0.8493 0.8007 0.7943

Percentage of Missin

Figure 4: Accuracy of Multiple Imputation
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Accuracy of Bagged Tree Imputation

Percentage of BTIssIng

Figure 5: Accuracy of Bagged Tree Imputation

6. CONCLUSIONS AND RECOMMENDATIONS

We applied five imputation methods to treat the problem of
missing data. We reviewed and provided technical details of the
different methods used included SVM, NN, RF, Ml AND BTI. As
depicted in Table 1-5, all imputation methods led to an improvement in
accuracy prediction, as measured by accuracy of classification. The best
imputations in overall were obtained using RF and SVM, the imputation
under MAR and MCAR were obtained using SVM, the imputation
under NMAR were obtained using RF. The imputations under
percentage of missing were obtained using SVM or RF.
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ABSTRACT

This research aims to propose a new composite imputation method for logistic regression model when missing completely at random (MCAR) occur
in the independent variables. The proposed method, namely the Median Multiple Imputation (MED-MI) method, is constructed from combination of
two single imputation methods that is Median Imputation (MED) method and Multiple Imputation (MI) method by using Equivalent Weighted (EW)
method. This MED-MI method is compared the performance by simulated data with the MI method, K-Nearest Regression Multiple Imputation 2
(KRMI2) method, and K-Nearest Stochastic Regression Imputation with Equivalent Weighted (KSEW) method. The performance of each method is
considered by the percentage of accuracy in predicting the value of dependent variables. The results of the simulation study show that the MED-MI
method has the higher percentage of accuracy in predicting the value of dependent variables than the MI method, KRMI2 method and KSEW method

for all situations.

Keywords: composite imputation; logistic regression model; missing data; multiple imputation

1 INTRODUCTION

Nowadays, data is essential and important in any field such as
finance, social science, medical profession, and other researches. The
data must be accurate, complete and sufficient before proceed to
analyze. Therefore, statistical methods are necessary for describing and
analyzing these data in order to obtain valuable and useful information.
Linear regression analysis is a simple statistical analysis to consider the
relation between the dependent variables and independent variables in
the dataset. The dependent variable must be a quantitative variable
while independent variable can be either quantitative or qualitative
variable. However, some research may use qualitative dependent
variable such as medical researchers that the doctor wants to classify the
disease and non-disease patients based on the patient's initial
information. This research helps to save time of the initial treatment,
and choose better patients caring. The linear regression analysis may not
be able to analyze the data in this way.

To predict the value of a qualitative dependent variable with a
two possible value (dichotomous variable) such as disease and non-
disease, died or survived, the method to analyze is the binary logistic
regression analysis. The purpose of the binary logistic regression is to
consider the relation between dependent variables and independent
variables when the dependent variable is a qualitative variable with
dichotomous variables. The obtained regression model can be used to
predict the probability of interesting event.

Practically, collecting data always has the mistake from recording
data, or data providers who are not give the complete answer. The
traditional method to manage missing values is the eliminate cases or
variables which have missing data. Unfortunately, this method is
insufficient data analysis which may causes more errors for obtained
results. To reduce the error from missing data, the missing value
imputation methods to get a complete data set for further analysis is
conducted. However, user should select properly method to use for
missing value imputation according to characteristics of the data for
efficient imputation.

Multiple Imputation (MI) method is a high efficient imputation
method for missing value. It is outstanding when applied to medical
study that researchers often study in dichotomous dependent variable
and independent variable is both quantitative and qualitative variables
(Enders, 2017). Many researchers studied and proposed the missing
value imputation for regression analysis. Wilks (1932) proposed the
Mean Imputation method which is a simple method for only quantitative
independent variables. The concept of Mean Imputation method is
imputing by the average of remaining data. Hosmer et al. (2013)
proposed a MI method to solve the problem of missing data in case of
independent variables is both quantitative and qualitative variable in
logistic regression analysis.

Moreover, Sasithorn (2012) proposed and compared two
composite missing value imputation methods for linear regression
analysis. The first method is K-Nearest Regression Multiple Imputation
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(KRMI1) which was weighted by the Least Absolute Value (LAV)
method and the second method is K-Nearest Regression Multiple
Imputation (KRMI2) which was weighted by the Equivalent Weighted
(EW) method. They found that the KRMI2 has better performance for
imputation than the KRMI1. Pattida (2016) studied and compared the
missing value imputation methods when non-ignorable missing values
occurred in independent variables for binary logistic regression. The
imputation methods in this study are Mean Imputation (MEAN),
Median Imputation (MED), K-Nearest Neighbor Method (KNN), and
Multiple Imputation (MI). The results showed that MI method is the
most effective method among those four method when the regression
coefficient is low. In contrast, when the coefficient more is high and the
sample size is large, MEAN and MED methods are effective.
Rueangluck et al. (2017) proposed and compared composite missing
value imputation methods when dependent variables were missing by
random. The proposed methods are K-Nearest Regression Imputation
with Equivalent Weighted (KREW) and K-Nearest Stochastic
Regression Imputation with Equivalent Weighted (KSEW). Both
proposed methods are weighted by EW method. The result showed that
KSEW method is more effective for missing value imputation than
KREW method.

Based on related researches above, we found that the composite
missing value imputation methods is more effective than the single
imputation methods for linear regression analysis. Therefore, we
propose the composite missing value imputation method for logistic
regression analysis by developing from MI method, which is more
effective than other methods for logistic regression analysis. Moreover,
the proposed method is using EW method for weighting because this
weighting method is effective and simply to use.

In this study, we propose a new composite imputation method for
logistic regression model, which called the Median Multiple Imputation
(MED-MI) method. This research is developed under three quantitative
independent variables when missing completely at random (MCAR)
occur in the independent variables. The MED-MI method will be
constructed from combination of two single imputation methods that is
Median Imputation (MED) method and Multiple Imputation (MI)
method by using EW method. The performance is considered by the
percentage of accuracy in predicting the value of dependent variables.

The structure of this paper consists of theories and literature
review in section 2. The details of the proposed methodology are given
in section 3. The result from simulation study is illustrated in section 4,
and conclusion is given in section 5.

2 LITERATURE REVIEWS

2.1 Binary Logistic Regression Analysis
Binary logistic regression analysis used to analyze relation of
independent variable and dependent variable in order to predict desired

subject. The dependent variable (Y) represents 2 values which are 0
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and 1, where Y =1 expresses desired situation, and Y =0 expresses
undesired situation which means the dependent variable is Bernoulli
distribution.

e { 1 when desired situation occurs with probability z(x)
0 when no desired situation occurs with probability 1— z(x)

X is independent variable that can be either quantitative data or
qualitative data. The average mean of dependent variable is depended
on independent variables which called conditional mean or E(Y | X) .
In case of Y represents 2 values which are 0 and 1, conditional mean is
quantified as a number between 0 and 1, expressed as 0 < E(Y | X) <1
Let E(Y | X) = z(X) be a conditional mean of Y which depends on
X with logistic regression. The model of logistic regression is shown
as follows:
ot Pz bty

BYIX) =X = o (”
where Y is nx1observations vector of y,, y,, y,, ..., v,

m(X) is conditional mean of Y which depends on X

X, is observations i " of independent variable j "
fori=1, 2,.,nand j=1, 2, ..,p

B, is y-intercept or mean of Y when X =0
which is parameter of the regression model

B, is regression coefficient for q =1, 2, ..., p,

is a total number of observation

is a number of independent variable
Then, we can use logit transformation convert z(X) from [0,1] to
(0, . By equation (1), we will receive the logit function that can be
substituted by g(X) which has linear regression as shown in equation
@
(X)

g(X):In(m

j: Bo+ Bixy+ Boxig+o 4 By . @

2.2 Imputation

2.2.1 Median Imputation (MED) Method

Median imputation method is used to impute missing value with
median of observations. Median is the middle value when data is sorted
by ascending order, or descending order. The missing imputation by
MED method is outstanding when data set has some very large or very
small values.

2.2.2 Multiple Imputation (MI) Method

Multiple imputation method is used to impute missing data with
at least two sets buildup data set from several methods in order to
impute each missing data. The building up data set is a complete data

set X =(Xg, X

obs* “ j(miss)

) including the rest of observations data value

Xops For

s=1 2, .., m when m is a number of built data set and 1<m<n

which proper number of data setis m =3 or 5 in case of missing data
less than 30 percent (Haung & Carriere, 2006). In the past, this method
has not widely used because it had complicated calculation, and
inconvenient. However, computer nowadays had been using as
calculation device which make it more convenience, and give accurate
result. Therefore, Ml method becomes more popular (Sinharay et al.,
2001). To apply this method, we first construct several data sets to
estimate missing value that occurs on each independent variable

(X, %, %) . Then, we build up data set to impute missing value which

could be done by several ways such as sampling with replacement of
complete data, creating regressive linear equation, or decision tree
learning. After that to obtain the complete data set, missing values will
be replaced by existing values in same position from the data set which
were built up. The obtained complete data set is analyzed to find
parameter. The parameter is calculated by mean of m parameters from

m data set.

and the data that has built to estimate missing value X

s(miss) *
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2.2.3 K-Nearest Neighbor Imputation (KNN) Method

K-Nearest Neighbor imputation method is used to impute missing
values with sample unit that similar to the missing data. The imputed
value is imputed by the K units from remaining data (x;, y;) that has
least distance to the unit which is missing. The distance between sample
units and missing value is considered from Euclidean Distance. The
Euclidean distance in (3) is used to measure distance between sample
unit and replace missing values with average of K sample units, as
shown below:

3
Dij:\/Z(xip—xjp)ZHyi -y)?;i=123 .,m , j=m+l .,n
p=1

©)

where D is Euclidean distance of sample uniti and j

The process of missing value imputation by KNN method are as
follows;

1) convert all remains data of independent variable and
dependent variable to standard value.

2) calculate D; m(3) for every possible pair of independent
variable and dependent variable, then select K units of D; that has

least value for each sample unit ]

3) calculate average of data K units of independent variable
from step 2) ,
4) replace missing value by the value from 3).

2.2.4 Regression Imputation (RI) Method

Regression imputation method is used to impute missing data
with regression equation by applying known value data set, then
calculate regressive coefficient by the least square in order to impute
missing value of independent variables.

2.2.5 Stochastic Regression Imputation (SRI) Method

Stochastic regression imputation method is used to impute
missing data with regression equation by applying known value data set,
which is different from the Rl method that add random error term by the
least square in order to impute missing values of independent variables.

2.3 Composite Imputation

Composite imputation is a missing value imputation method by
combining the single imputation method with properly weighted
method.

In this study, Equivalent Weighted (EW) method is applied. This
method is equally weight for all missing value imputation methods that
were combined (Jirakarn, 2009). EW method is calculated by

W, == @

where W, is the average weight of the imputation method j

m is the total number of imputation methods that were
combined.

3 METHODS

The proposed composite missing value method, called the
Median Multiple Imputation (MED-MI) method, is constructed from
combination of two single imputation methods that is Median
Imputation (MED) method, and Multiple Imputation (MI) method by
using Equivalent Weighted (EW) method. The MED-MI method is
calculated by

X

1,. -
MED_MI — E(XMED + Xui ) (5)

where X, isestimated value by mep method

X is estimated value by m1 method

Rveo_wi 1S estimated value by mMeD—mi method.
The simulation study were organized as following.
1) Let three independent variables, be distributed as follows
X, ~ N(50,10) X, ~ Exp(Qd) X, ~ Exp(2) ,
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with sample size n =50, 100, 200, 400 and 500. From the hypothesis
testing on the correlation coefficients of the independent variables
which the correlation coefficient is zero, then is there are no correlation
among independent variables.

2) Predicted dependent variables are performed based on
independent variables in logistic regression model. The regression
coefficients are set as g, =-156, 4,=0.05, 5, =0.01, and 8,=0.34.

The model is showed as follows:

In[M]:—1.56+O.05xi1+0.01xi2+0.34xi3 Di=123 .1
1-7(X)
©)

The probability from model (6) is used to predict the dependent
variables (Y), with a Bernoulli distribution. In this study, the cut-off
point is set as 0.45 to classify desired groups and non- desired groups.
This cut-off point is referred from the proportion of desired group
(survive patients) of Meliodosis patients which were treated in Khon
Kaen hospital between 1% Jan 2014 to 30" Dec 2017. This data is the
experiment real data for this study.

3) The data of independent variable are random by missing
completely at random (MCAR) with 5%, 10% and 15% of missing data.

4) The missing values are computed by Median Multiple
Imputation with Equivalent Weighted (MED-MI)method.

5) Predicted dependent variables based on independent
variables are imputed by MED-MI method for logistic regression. Let
the regression coefficient g =-1.56, 4 =0.05, 3,=0.01, and 3,=0.34 .

The model is shown as follows.

In ﬂ =-1.56+0.05x;; +0.01%;, +0.34x%i5 ; i=1, 2, 3, ..., n.
l—/r(X) il i2 i3

@
The probability from model (7) is used to predict the dependent
variables (Y), with a Bernoulli distribution. In this study, the cut-off
point is set as 0.45 to classify desired groups and non- desired groups.
6) The efficiency of the missing value imputation methods are
measured by the percentage of accuracy in predicting the value of the
dependent variables. The percentage of accuracy is calculated as
follows.
L
>R
Accuracy ==L —

®)

p =i 100 ©)
n

where P is the percentage of accuracy in predicting value of

dependent variables in the iteration i" ; i=1, 2, 3, ..., L
T. isthe number of correctly values that are predicted

in the iteration i" ; i=1, 2, 3, ..., L
n isthe sample size
L is the number of iteration of the simulation
Accuracy is the mean of percentage of accuracy in predicting value
of dependent variables.

4 RESULTS

In this section, the results of the comparison of MED-MI method
with the existing imputation methods by percentage of accuracy in
predicting value of dependent variables are considered. The results
show that, in all cases of sample size, the MED-MI imputation method
has the highest percentage of accuracy in predicting value of dependent
variables comparing to other methods with situations of percentage of
missing data. This result shows in Table 1.
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Table 1: The percentage of accuracy in predicting value of dependent
variables with%5 , 10% and 15% of missing data.

Sample  Imputation Percentage of missing data
size method 5% 10% 15%
Ml 99.16 98.58 98.04
50 KRMI2 99.18 98.62 98.08
KSEW 99.09 98.42 97.82
MED_MI 99.22 98.63 98.14
Ml 99.23 98.63 97.91
100 KRMI2 99.26 98.68 98.01
KSEW 99.15 98.52 97.74
MED_MI 99.28 98.69 98.04
Ml 99.27 98.58 97.85
200 KRMI2 99.30 98.63 97.92
KSEW 99.22 98.45 97.62
MED_MI 99.31 98.65 97.94
Ml 99.26 98.58 97.94
400 KRMI2 99.28 98.61 97.99
KSEW 99.20 98.43 97.74
MED_MI 99.29 98.64 98.03
MI 99.28 98.61 97.89
500 KRMI2 99.30 98.66 97.94
KSEW 99.21 98.47 97.70
MED_MI 99.31 98.68 97.98

To obtain the obviously results, in each case of percentage
missing data in Table 1, we illustrated the result in Figures 1 to 3.

5% of missimg data

99.40 -
99.35 A
99.30 -
99.25
99.20
99.15
99.10
99.05
99.00

e MED_MI
Mi

s KRM 12

Percentage accuracy

100 200

Sample size

400 500

Figure 1: The percentage of accuracy in predicting value of dependent
variables with 5% of missing data.

10% of missimg data
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g KRM 12
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Figure 2: The percentage of accuracy in predicting value of dependent
variables with 10% of missing data.
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15% of missimg data
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97.50
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Figure 3: The percentage of accuracy in predicting value of dependent
variables with 15% of missing data.

According to figures 1 to 3, it clearly shows that the MED-MI
method is more effective than the other missing value imputation
methods for imputing independent variables in logistic regression
model.

5 CONCLUSIONS

In this study, the MED-MI method, the missing value composite
imputation method for logistic regression model when missing
completely at random (MCAR) occurs in the independent variables is
proposed. The MED-MI method is constructed from combination of two
single imputation methods which is MED method and M| method by
using EW method. Moreover, the MED-MI method is compared with
the existing imputation methods by simulation study. The results show
that, the MED-MI has the highest percentage of accuracy in predicting
the value of dependent variables comparing to other methods.
Therefore, in logistic regression analysis when some value of
independent variables are missing, MED-MI method is the effective
imputation method to apply to the data set.
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ABSTRACT

Napneung is an ongoing research project aimed at evaluating new methods to increase the uptake of HIV, hepatitis B, hepatitis C and syphilis testing
for individuals in Northern Thailand. To reach out individuals potentially willing to be tested, one of the approaches was to distribute in different
public places vouchers for free of charge testing. Those willing to be tested had to call a hotline for an appointment. Each voucher had a unique
identifier along with the date and location of distribution. To optimize the allocation of resources, it would be useful to forecast the number of
individuals requesting an appointment. We fitted an autoregressive moving average (ARIMA) model with exogenous variables (ARIMAX).
The exogenous variables were minimum, maximum and mean daily temperatures (°C), mean daily rainfall (mm) and the number of distributed
vouchers in the previous 30 days. The Granger causality test was used to select the variables in the model. The fitted model was evaluated using the
Akaike information criterion and the Ljung-Box test. The analyzed data were from 4,182 persons who made a call on 13 October 2015 to
31 December 2017. The median daily number of calls was 4 [interquartile range: 2 to 7]. Calls were preferentially made on weekdays (seasonal index
> 1.00). The number of distributed vouchers was useful to predict the number of calls (Granger test; p<0.001). From a seasonal
ARIMAX(1,1,1)(0,0,2)" model, it was estimated that 3 to 5 calls are made per day. Staff allocation should be planned to respond incoming call
sufficiently, especially on Monday which the number of calls was highest. However, the small number of calls per day might not cause the resource
allocation problems. The prediction would help the staff to work easier.

Keywords: HIV testing and counseling; Napneung; ARIMAX; Exogenous variable.

1 INTRODUCTION a call for an appointment for which the place and date of distribution
can be tracked by the voucher number. Promoting the HTC services
is also made through traditional media (press, radio, and newspapers)
as well as social media (Facebook https://www.facebook.com/
napneung/) and a dedicated website (https://www.napneung.net/).

To make them efficient, HTC services should be planned in
terms of stocking sufficient test kits, human resources, time
schedules, and places (WHO, 2012). As the number of appointments
might vary depending on the promotion of the services and climate
factors (Phithakkitnukoon et al., 2012), predicting the number of
appointments is necessary for planning and preparation. The aim of
this study was to predict the number of appointments via the
Napneung project based on the number of calls per day.

In Thailand, the estimated number of people newly infected
with the human immunodeficiency virus (HIV) has decreased by
70% from 21,000 in 2005 to 6,400 in 2016 (UNAIDS, 2017).
Although new HIV infections are declining, UNAIDS (2016a) has
estimated that 10% of HIV-infected people were unaware of their
HIV status. This is associated with high-risk sexual behaviors such as
unprotected sex with their partner (Vagenas et al., 2014), thereby
increasing the risk of HIV transmission, especially in key populations
including men who have sex with men, commercial sex workers,
people who inject drugs, and transgender people (UNAIDS, 2016b).
According to the 90-90-90 ambitious treatment target, UNAIDS
(2014) has provided HIV testing and counseling (HTC) services as
a global strategy to decrease the number of people who are unaware
of their HIV status (WHO, 2011). 2 METHODS

HTC services are a gateway to care, treatment, and essential Data were collected from all of the adults (age > 18 years)

support for HIV-infected people (Hall et al., 2012; Johnston et al., who made a call to the Napneung project HTC services in Northern
2016). Fear, stress, confidential information, and difficulties with the Thailand between October 13 2015. and December 31 2017.

procedures might _have resulted in barriers against persuading people The information on the voucher number, appointment, and date of
to seek HTC services (Conway et al., 2015; Deblonde et al., 2010; the call were recorded by the well-trained staff without requesting
Schwarcz et al., 2011), and reducing the difficulties might be personal information from the callers. Each appointment was
advantageous toward them. . . . arranged at one of four facilities located in Chiang Mai and Chiang

In_Northern Thailand, a project called "Napneung Rai depending on the person’s purpose, time schedule, and the

(ClinicalTrial.gov: NCT02752152) is offering an easier method to availability of places. Vouchers for free testing were distributed by
contact and set up appointments for HTC services to persuade volunteers at specific places, e.g. pubs, restaurants, associations, and
more people to seek testing and counseling for four infections (HIV, special events (festivals, fairs, etc.).

Hep_a?itis B and C, and S_yphilis)_. This project is aimed _at m_inimizing The protocol of the Napneung project HTC services was
traditional obstacles against getting tested such as wasting time, cost, reviewed and approved by the Ethics Committee of the Faculty of
lack of confidentiality, etc. To promote the service, vouchers for Associated Medical Sciences, Chiang Mai University.

free testing are distributed in several areas in Chiang Mai and The outcome of intere’st was the number of calls to the HTC
Chiang Rai. Individuals who receive a voucher are invited to make services per day, either with or without a voucher. The exogenous
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variables comprising the minimum, maximum and mean daily
temperatures (°C), the mean daily rainfall (mm), and the number of
distributed vouchers during the previous 30 days were included in
the prediction model. These climate variables were the average
values from each province in Northern Thailand recorded by
the Thailand Meteorological Department.

Medians and interquartile ranges (IQRs) were used for
the continuous variables, while frequencies and percentages are
presented for the categorical variables.

A time series analysis was used to predict the number of calls
per day. Time series data were preliminarily considered to detect
trends and seasonal components using an autocorrelation function
(ACF) and a partial autocorrelation function (PACF). The unit root
and seasonal unit root were tested for stationarity using
the Kwiatkowski—Phillips—Schmidt-Shin (KPSS) and Osborn-Chui-
Smith-Birchenhall (OCSB) tests, respectively. According to
the assumption that data must be stationary prior to using
an autoregressive integrated moving average (ARIMA) model
(Shumway & Stoffer, 2017), the number of calls per day was
adjusted by a differencing process until they were stationary.
The ARIMA models were considered according to the lowest Akaike
information criterion (AIC) value. Exogenous variables were tested
using the Granger causality test (Lopez & Weber, 2017) prior to
inclusion in the autoregressive integrated moving average with
exogenous (ARIMAX) model (Andrews et al., 2013) to predict the
incoming calls per day from the 1% to 14" January 2018. The
assumption of the model that residuals were diagnosed independence
its using Box-Ljung test. All test results where p<0.05 were
considered as statically significant. All analyses were performed
using Stata version 14.0 (StataCorp LP, College Station, TX, USA).

3 RESULTS

From October 13, 2015 to December 31, 2017, 4,182 clients
made a call to ask for information or to make an appointment for
the HTC services. Of these, 64% had received vouchers from
Napneung distributors, 94% made a call and an appointment with
14% cancelling after having done so. More than half of the
appointment calls were from people who received a voucher. The
median number of calls was 4 per days [IQR: 2 to 7] (Table 1).

Table 1: The characteristics of the number of calls
to the Napneung HTC services (N=4,182)

Variables Me'\(;ig)f)(I(gR)
Number of calls per day 4(2t07)
Number of calls with a voucher 2,680 (64.0)
Number of calls with an appointment 3,928 (94.0)
Without a voucher 1,296 (33.0)
With a voucher 2,632 (67.0)
Cancellation after making an appointment 561 (14.0)

Abbreviations: IQR, interquartile range

Figure 1 shows that the number of calls changed over time.
There was an increasing trend and a seasonal pattern each week.
The KPSS results show that the number of calls was non-stationary
(p>0.10), but after adjusting the data, they became stationary
(p<0.001). Figure 2 shows the ACF and PACF of the number of calls
both before (Figure 2a, 2b) and after (Figure 2c, 2d) the differencing
process. Significant ACF spike lags were found at 7, 14, 21, and 28,
which seem to be weekly seasonal variations (Figure 2c). Moreover,
PACF showed that the correlation coefficients declined slightly,
which indicates that the data contained a trend component
(Figure 2d). The results of the KPSS test show that the trend
component was stationary (no unit root, p<0.001) as did the OCSB
test for the seasonal component (no seasonal unit root, p<0.001).
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Figure 1: The daily number of calls for an appointment after
receiving voucher between October 13, 2015 and
December 31, 2017.
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Figure 2: The autocorrelation and partial autocorrelation functions of
the number of calls and the subsequent differencing.

In addition, most people made a call on weekdays rather than
weekends. The seasonal index of Monday to Sunday was 1.35, 1.22,
1.28, 1.16, 0.96, 0.56, and 0.43, respectively. The highest number of
incoming calls occurred on Mondays and the lowest on Sundays.
The calls on Mondays comprised 35% over the median number of
calls per day.

The ARIMA(p,d,q)(P,D,Q)" model was used to consider
all possible orders of the selection of the six models used, resulting
finally in the selection of ARIMA(1,1,1)(0,0,2)" based on its minimal
AIC value (Table 2).

According to the causality of each exogenous variable with
the number of calls, only the number of distributed vouchers in
the previous 30 days was useful for predicting the number of calls
and thus was included in the model (p<0.001) (Table 3).
The independence of the residuals agreed with the assumption of
the ARIMAX model (p>0.05). The daily predicted number of calls is
shown in Figure 3 based on the ARIMAX(1,1,1)(0,0,2)" model,
which would be 3 to 5 per day from January 1% to 14", 2018.
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Table 2: The ARIMA model selection and Box-Ljung tests of
the models' residuals

Ljung-Box test

Models AIC

Statistics p-value
ARIMA(1,1,0)(0,0,1)" 4,726.50 82.09 <0.001
ARIMA(1,1,0)(0,0,2) 4,705.52 81.12 <0.001
ARIMA(0,1,1)(0,0,1)7 4528.28 38.27 <0.001
ARIMA(0,1,1)(0,0,2)” 4,504.44 26.88 <0.001
ARIMA(1,1,1)(0,0,1)” 4,505.01 9.87 0.13
ARIMA(1,1,1)(0,0,2)” 4,482.97 473 0.57

Abbreviations: AIC, Akaike information criterion

Table 3: The Granger causality test for the selection of useful
exogenous variables into the model

Granger causality test

Exogenous variables

chi- -value  Interpretation
squared P P
Minimum daily
temperature (°C) 3.93 0.14 Not useful
Maximum daily
temperature (°C) 541 0.07 Not useful
Mean daily temperature (°C)  4.82 0.09 Not useful
Mean daily rainfall (mm) 1.21 0.54 Not useful
Number of distributed
vouchers in the previous 12.70  <0.001 Useful
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Figure 3: The ARIMAX(1,1,1)(0,0,2)” model
for the daily incoming calls prediction.

4 DISCUSSION

The number of calls per day were fitted and predicted using
an ARIMAX model. There was a trend component, seasonal
component by days of the weeks, and the number of vouchers
distributed in the previous 30 days influenced the number of calls.
ARIMAX's specialization helped to explain the predicted value
influenced by the exogenous factors in the ARIMA models,
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which used only dependent variables. We found that only the number
of distributed vouchers affected the number of calls.

The rate of appointments in our study was quite high
compared to a previous study by Chhim et al. (2017) (67% versus
25%). They studied increasing HIV case detection in Cambodia
among high-risk populations by using peer navigators or using risk-
tracing snowball approach. Our study might have been due to fact
that information on the HTC services was provided by well-trained
distributors, and thus covered more information than the snowball
messaging approach among clients only used in the previous study.
However, the snowball approach was more effective in detecting
new HIV cases in the target group.

Phone contact is sometimes considered as easier than a first
face-to-face contact (Schenker et al., 2010). In this study, the number
of appointments for the HTC services was 90%, which was higher
than another study in Thailand by Khawcharoenporn, Chunloy and
Apisarnthanarak (2016). Their study on the response to face-to-face
contact among university students showed that only 27% of them
made an appointment and continued on to HIV testing and
counseling.

A limitation of our study is that the amount of data was
too small to consider the seasonality in terms of weeks or months
since data were collected over the relatively short time period of two
years. This would have requested at least 100 observations (Hanke &
Wichern, 2014). In addition, we were concerned that the number of
calls per day or the outcome had exceeded of zero counts (11%).
When most of the values of the outcome are zero, a prediction can
become negative even though this is not possible due to the nature of
the count data (Kane et al., 2014). However, using the ARIMAX
model in our study was still suitable as other studies have suggested
using alternative models if the outcome with zero values exceeded
40% (Charlton, 2015; Hasan et al., 2012).

In conclusion, call behavior of individuals requesting to HTC
service could be explained by seasonality including the days of
the week, which occurred more on weekdays. Staff allocation should
be prepared to respond the number of calls sufficiently, especially on
Monday which incoming calls were highest. However, the small
predicted number of calls might not cause the resource allocation
problems. The prediction could help the staff to work easier.
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ABSTRACT

This paper developed the HIVV model based on the fractional differential equation. A numerical approximation was proposed in time and space. The
HIV model was presented with the time fractional of the Caputo derivative. The fractional HIV model was used by an implicit finite difference
method. This model solved numerically using the Crank-Nicolson technique. The numerical results were compared with the approximation of the
HIV model using the integer order differential equations to confirm the accuracy of the proposed method. Finally, numerical simulations were

performed to demonstrate consistent results.

Keywords: HIV model; implicit finite difference method; fractional differential equation; Caputo derivative

1 INTRODUCTION

In recent years, the pattern of viral infection has been considered
in areas where the virus has diffusion. The models are assumed that the
only free viruses diffusion to target cells (Wang, et al., 2016). Hybrid
systems of differential equations describe the diffusion of the virus by
the following factors: 1) the interaction between the virus and the
immune system is localized according to the type of tissue identified. 2)
The virus can move freely and their motion is characterized by Fickian
diffusion.

In the case of Wang et al. (2007) the density of the uninfected
cells, infected cells, and free virus are defined in one dimension.
Brauner et al. (2011) extended in two dimensions with periodic
boundary conditions, and indicated that the recruitment rate depends on
the area. Recent work by Wang et al. (2014) proposed a zero-bound
boundary condition in a finite domain, Q € R, at the homogeneous
Neumann boundary condition, 9Q (Arafa, 2012; Wang et al., 2014;
Wang et al., 2016).

Recent studies have found that the efficacy of viral infections is
significant in transferring the virus to non-target cells. In this case, the
virus particles can be transferred from infected target cells to uninfected
ones through the synapses of the virus. To determine the effects of both
diffuse and spatial heterogeneity, the cell-to-cell hybridization was
transformed into the Wang et al. (2014) model.

617((;: O _ A(X) — B, ()P, (%, t) — B,(0p(x, £)q(x, £)
—a(x)p(xt)

aq(x,

qf;; t) =B, X)p&x, r(x,t) + B X)p(x, t)q(x, t)
—-bx)q(x,t)

arg; 2 DAr(x,t) + k(x)q(x,t) — m@r(x,t) (1)

Here the meaning of each symbol is listed for (x,t) € QX
(0,0); O € R4, d = 1,2,3 with the homogeneous Neumann boundary
condition &’:) =0; x € 9Q,t > 0 where n denotes an outward unit
normal to dQ and initial conditions p(x,0) = p°(x) = 0,q(x,0) =
q°(x) = 0and r(x,0) = r°(x) = 0; x € Q. The density of uninfected
cells, the density of infected cells and the density of free viruses which
are denoted by p(x,t),q(x,t) and r(x,t), respectively. A(x) and b(x)
denote the number of newly produced uninfected cells and the death
rate of uninfected cells, respectively. The death rate of infected cells, the
death rate of free viruses and the transmission coefficient for the virus to
cell infection denote by a(x), m(x) and B, (x), respectively. B, (x), k(x)
and D denote the transmission coefficient for the cell to cell infection,
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the rate of virus production due to the lysis of infected cells and the
diffusion coefficient, respectively.

However, the amount of work done in modeling HIV infection
has been limited to the ordinary integer differential equation. Fractional
calculus has recently been widely applied in many fields. Many
mathematicians and applied researchers attempt to simulate real
processes with fractional calculus. Therefore, we propose a system of
fractional differential equations for HIV models using the Crank-
Nicolson technique to describe the behavior of HIV infection
transformation. Section 2 describes the approximation of the Caputo
derivative of fractional order. Section 3 is a discretization numerical
approximation of the space variable using by Crank-Nicolson technique.
Section 4 is used the numerical experiment to confirm the accuracy of
the scheme. Finally, the summary of our article is section 5.

2 APPROXIMATION OF CAPUTO DERIVATIVE OF
FRACTIONAL ORDER

This section presents a numerical approximation of the time
fractional derivative in the Caputo sense. The first-order approximation
formula for computation of the time fractional derivative of order a can
be obtained by simple quadrature formula and finite difference method
(Atangana & Algahtani, 2016; Dalir & Bashour, 2010; Ding, 2016;
Murio, 2008; Loverro, 2004; Oliveira & Machado, 2014; Ren et al.,
2006; Thamareerat et al., 2017). The definition of the Caputo fractional
derivative is presented as follows:

Definition 1: The fractional derivative of f(t) in the Caputo sense is
defined as equation (2):

t
1 arf(z)
DEf(t) = —— | (t—)" ! d 2
£ O = oy | €~ )
0
where n—1<a<nn€N,t>0 and T(-) denotes the gamma

function. For n = 1, a numerical approximation based upon the Caputo
fractional derivative as equation (3):

4 (TT) dt ®)

¢
1
DEf() =————|(t—-D"
O == | €0
0
where 0 < a < 1,t > 0. For some positive integer N, the grid size in
time for finite difference method is defined by At = % The grid points
in the time interval [0,T] are labeled t; = jAt;j = 0,1,2,...,N. The
value of the function f at the grid point is f/ :f(tj). A discrete

approximation to the Caputo derivative of fractional order can be
obtained by simple quadrature formula as equation (4):
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f()

DEf(ty,) = a)f(,, ) dr;0<a<1 (4

By f;"f(y)dy:Z;‘;Ol ti"“f(y)dy. The equation (4) can be

rewritten as equation (5):

Def(t,) = )Zf -0 L% @

The approximation formula at the time level n can be obtained as
equation (6):

R W IP
DEF(ty) = (f i i

rZ—a) 2, AL + 0(At)> d; (6)

where T'(z+1) = z['(2) and d; = (n — )% — (n — j — 1)*~*. Then
defining the indices j as n — j, which d,,_; = j*~% — (j — 1)*7%. Thus
equation (6) can be written as equation (7):

DEF(t) = )Z(f" i) d,
o(At?*~ “)
re-a & M
Letting Df f (t,,) = DFf(t,) + O(At) and 0, = The first-

r(z
order approximation formula of the time fractional derlvatlve in the
Caputo sense is given as equation (8):

DE(t) = 0 ) (I = ) dy ®)
j=1

3 THE DISCRETIZATION

This section presents a numerical approximation of the space
variable by Crank-Nicolson technique (Sweilam et al., 2012). The system
(1) can be transformed into the fractional differential equations of order
a as a system (9):

657?0 — A + B ®P(x O (x, £) + B, p(x, g (%, £)
+a®pxt) =0

0%q(x,

% — B, (X)p(x, (%, 1) — B (X)p(x, )q(x, t)
+ b(X)CI(X. t) =0

%txt) DAr(x,t) — k(X)q(x,t) + mX)r(x,t) =0 ©)

For some positive integer M, the grid sizes in time for finite
difference technique is defined by Ax = % The grid points in the space
interval [0, X] are labeled x; = iAx;i = 0,1,2,..., M. The value of the
function f at the grid point is fij = f(xi,t,). The system (9) can be
present as a system (10):

0p(x;, t;
%— Ax) + By ! + B (xplal + a(x)p]
=0
a¢ q(x;, . .
6(1:“ t) _51(Xi)PiJ - B2(x; )P, q, +b(x)gq/ =0
%r(x;, t; . . .
% — DAY — k(x)q! + m(x)r! =0 (10)
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Now employing the Crank-Nicolson technique, the system (10) is
converted to a system (11):

£pi(tn) — A(x) + B (x)p!'r" + B, (x)Iplal + a(x)pl
=0

£q;(tn) — BL P — B (x)p*ql + b(x)q]' = 0

Ax? Ax?
—k(x)ql + mGx)r =0

D(rht=2r "t R =22t
D?ri(tn)_7< i+1 i i-1 + i+1 i i-1

1)

The system (11) is substituted by the approximation formula of
time fractional derivative in the Caputo sense, Df (-). The approximate
solution of computing at the time level n as a system (12):

o Z(p" I =) ey = 200 + B GOPTY

+ B, Xplql + a(X)pl =0

o Z(q" = g1y = B GOPET — (0Pl

+bX)q]' =0

o ) (7 =)y

T 2Ax 2(r1+1 A o il o

=2 41 ) — k(X)) gl + m)r)
=0
(12)

For n = 1, at the first-time level of the system (12) can be
presented as a system (13):

() + 0,dp}
(0udo + B, 00T + B, (g} + a(x))

1=

1 Bipir! + adoyq!
(0udo — B0} +b(x))

4
k(X)q; + opdor!
D
+oigz (i = 217 + 1l + 1k + 1) (13)

(audo +m(x) + %)

1_
=

For n > 2, the time level n of the system (12) can be written as a
system (14):
pr = ()L(X)'I'O—otd()pzp + Oq Z?;ll(dn—j n j— 1) pl )
' Oodn_1 + f1 T + B, (X)q]" + a(x)

( B (plr*+0,doq] )
no_ +Uaz (dn —j nj 1)qn—
’ Oqdy-1 — B (X" + b(X)

k(xX)q} + a,d,r
ZAxZ gt =2 i e, )

n +0, 272 1y — =~ On- 1'—1)7'in_]
T = D (14)

O-adn—l + W + m(x)
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4 NUMERICAL EXPERIMENTS

This section presents examples for g, is a constant (Wang et al.,

2014). The approximation of the integer order differential equation will
be compared with the approximation of the fractional differential
equation. To confirm that the formula for the approximation of the
proposed scheme corresponds to the approximation of the integer order
differential equation.
Example: Let the parameters as follows: a = 0.99,4 = 0.332,a =
1,b=1,,=2,k=2,m=1and D = 0.01. The initial conditions in
this case are p(x,0) = 0.99,q(x,0) = 0,7(x,0) = e~* " x 1073,x €
Q =[0,10]. For B, = 0.47, it is found that the density of free virus
r(x,t) became to zero. That is free of infection shown in figure 1(a).
The absolute error between the approximation solutions of the fractional
order with the integer order differential equation shown in figure 1(b). It
is found that the numerical results for two scheme agree as well.

(@)

Figure 1. (a) The approximation solution of the fractional order
differential equation (b) The absolute error between the approximation
solutions of the fractional order with the integer order differential
equation for 8, = 0.47.

On the other hand, if 8; = 0.55, then the density of free virus
r(x,t) is unstable. That is the existence of the infection state remains
shown in figure 2(a). The absolute error between the approximation
solutions of the fractional order with the integer order differential
equation shown in figure 2(b).

@)

0.02

0.015
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(b)

Absolute Ermoe
8o = N e & 0 23

Figure 2. (a) The approximation solution of the fractional order
differential equation (b) The absolute error between the approximation
solutions of the fractional order with the integer order differential
equation for 8, = 0.55.

5 CONCLUSIONS

This research investigated mathematical models have been in the
understanding of the dynamics of HIV infection. Numerical
approximation of the fractional HIV model by using the Crank-Nicolson
technique in the Caputo sense. It found that the Crank-Nicolson
technique for the fractional differential equations is equally reliable with
the approximation solution of the integer order differential equation.
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ABSTRACT

Sexual health is one of the important health issues among adolescents. Attention to their perceptions and needs is essential, along with
development of policies, services, and programmes that address those needs. Positive youth development (PYD) may be a promising strategy for
promoting adolescent sexual and reproductive health. This systematic review was conducted to assess the effect of PYD programs to improve
sexual health including condom use and hormonal use. The retrieval and inclusion criteria were developed a priori and applied to search the
literature. Several databases were searched for articles about PYD programmes published between 2000 and 2013. Two independent reviewers
assessed the methodological quality and abstracted data using PRISMA (Preferred Reporting Items for Systematic Reviews and Meta Analyses)
guidelines. A meta-analysis was performed on the interventions that had a contemporaneous control group and conceptual similarity in the
outcomes of interest.

A total of 6 studies (2,079 female and 1,755 male adolescents) were reviewed. Meta-analysis showed PYD programs did not significantly
increase condom use [OR=1.02 (0.78-1.31)] among male adolescents. However, it could increase the use of hormonal contraception by two times
[OR=1.8 (1.15-2.82)] among female adolescents in the intervention groups compared to the control groups. Effective PYD programmes can
promote adolescent sexual health and should be part of a comprehensive approach especially among female adolescents. Further research should
be done to increase the effectiveness of PYD program on sexual health among male adolescents and other sexual outcomes such as pregnancy in
female adolescents.

Keywords: positive youth development (PYD); sexual health; adolescents; meta-analysis

Many individual PYD studies reported that PYD

1 INTRODUCTION program is vital in promotion of adolescent and young people sexual
and reproductive health (Gavin et al , 2010). Adolescents with

Adolescents who engaged themselves in sexual behavior greater self-respect and honored family connectedness address more

put themselves at risk for pregnancy, HIV, and other sexually steady hormonal contraceptive use (Ghobadzadeh et al, 2016). It is
transmitted infection (Mirzazadeh et al, 2017). Teenage pregnancy therefore worth to see the combination of previous studies of PYD
rate was from 20/10,000 female adolescents per year in Europe to as on sexual health. The purpose of the current study is to use

systematic review and meta-analysis to assess the effectiveness of

high as 143/10,000 female adolescents per year in Sub Saharan
PYD programmes on condom and hormonal use among adolescents.

Africa (Sedgh et al, 2015). Meanwhile, the proportion of abortion
from teenage pregnancies ranged from 17% in Slovakia to 69% of

all abortions in Sweden (Shepherd et al, 2010). UNICEF reported 2 METHODS

that teer] pregnancy might result in adverse psyc_:hological and socic_)- The literature search was limited to papers, published in

economic outcomes for the mother and her child. A teen mother is English language between January 2000 and December 2013. The

prone to suffer from depression, leading to suicide. While the child search included the data sources, including PubMed, BMJ Journals,

of the teen mother is at risk to be neglected or abused (UNICEF ProQuest, Springer link, and Google scholar. The Search terms

Malaysia Communications, 2008). included “positive  youth  development”, “sexual health”,
Numerous studies have been employed to promote “adolescents™, “systematic review” and “meta-analysis”. Additional

protected sex including condom and hormonal use (Oringanie et al., unpublished papers were also searched.

2016; Ghobadzadeh et al, 2016). However the protected sex practice _ Atticles were then independently screened for the

is still low as the condom use and the hormonal use were 60% and following inclusion criteria: First, randomized controlled trials and

41%, respectively (Ghobadzadeh et al., 2016; Marseille et al., 2018) quasi-experiment of PYD programs were eligible. Second, the
There is also a need to concentrate efforts on sustaining and population studied must include either adolescents and/or young

longina the adonti £ health I behavi d out adults aged 13 — 19 years. Third, the study outcome must include
‘()(;c;\?ilglggtalaeng I?/iljalrcl)(rrllaom ;glo)y sexual behaviors and outcomes condom and hormonal uses. Finally, the study must report number

o . . of students between the intervention and the control groups.
Positive youth development (PYD) is a comprehensive

framework outlining the supports to enhance youth’s interests, skills, 2.1 Reviewing process:

and abilities (Gavin et al, 2010). PYD encompasses psychological, Two reviewers independently reviewed all eligible articles.
behavioral and social characteristics that reflects the 5 Cs.(Bowers We used RoB 2.0, tool to assess the risk of bias in those articles
et al., 2010). The 5Cs include competent, confidence, connection, (Higgins & Thompson, 2002). Risk of bias arising from
character and caring (Lerner et al, 2005). These 5Cs could lead randomization processes, deviations from intended interventions,
youth to reach their full potential and contribute to their society missing data, measurements of the outcomes and the result reports
(Bowers et al, 2010). was assessed. If there was a discrepancy in the risk of bias between

the two reviewers, a discussion to find a mutual agreement was done.
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2.2 Data extraction:

The following information of each study was extracted: first
author’s name, year of publication, total numbers of sample
included in each study, and number of samples in intervention and
control groups by sexual health outcomes including hormonal use
and condom use. All data were then recorded in an excel spread
sheet.

2.3 Meta-analysis

All data analysis were done with R program version 3.3.3
using the “metafor” package (R Development Core Team, 2017) for
meta-analysis (Viechtbauer, 2010). Cochran Q test and I? statistic
were used to examine heterogeneity across the studies. Funnel plots
were used to explore reported bias and heterogeneity. Fixed effect
and random effect (DerSimonian and Laird) models (Guolo & Varin,
2017) were used to estimate the pooled odds ratios of two main
sexual health outcomes. A Fixed effect model was used when
Cochran Q’s p-value was > 0.1 and I> < 25%, otherwise, a random
effect model was used.

3  RESULTS

We identified 24 articles, 20 published reported from
electronic database and 4 unpublished reports. After removal of
duplicated articles across database, 13 abstracts were further
screened for the eligible criteria and reviewed with the RoB2.0 tool.
Eventually, the full text of 6 studies, which met the inclusion criteria
were obtained. The 6 studies were summarized in Table 1.

Table 1: Summary of PYD programs in this systematic review and
meta-analysis

East, 2003

n = 1467

The intervention programs is made up for services dedicated to
improve their psychological skills, sexuality and health education,
community services or recreational activities, help with school and
employment concern.

Trenholm 1 (My Choice, My Future Program), 2007

n =498

Intervention: Classroom intervention based on three curriculums.

The Reasonable Reasons to Wait: The Keys to Character focus on
character development, reasons to wait to engage in sex, peer
influencing, dating, avoiding STDs, relationship skills, and the
benefits and ingredients of a strong marriage at the eighth year grade.

The Art of Loving Well which features short stories, poetry, classic
fairy tales and myths that taught about healthy and loving relationship.

During the final year of the program, the Wait Training Curriculum
which focus on relationship skills and risk avoidance was given. They
also showed materials which provide information on STDs and
instructed students that abstinence is the only sure way to avoid
contracting.

Trenholm 2 (Recapturing the Vision & Vessels of Honor), 2007

n =523

The program was ventured on identifying personal courage and
resources, developing approaches for fulfilling personal careers goals,
and building critical skills that would help youth accomplish their
goals and prevent negative influences.

The complimentary Vessels of Honor curriculum comprised of six key
area of focus (1) honorable behavior, (2) effective communication for
opposing pressure to engage in sex and other high risk behaviors, (3)
development of good relationship and fulfilling social needs and
emotional feelings through friendship instead of having sex, (4)
physical development and its association for changing pressure, (5)
sexual abuse and date rape and how to refrain from it, (6) strategies for
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deciding a mate and the advantages of a committed relationship.

Other complimentary services including home visit by social workers,
referrals to local services after school tutoring cultural events, a family
retreat, an Annual Teen Abstinence Rally, an annual Teen Talk
Symposium with celebrity panelists.

Trenholm 3 (A Life Options Model Curriculum for Youth), 2007

n =359

The curriculum contains 10 topic areas, nearly all of which have
abstinence as a target: (1) group-building, (2) self-esteem, (3) values
and goal setting, (4) decision —making skills, (5) risk-taking behavior,
(6) communication skills, (7) relationship and sexuality, (8) adolescent
development and anatomy, (9) sexually transmitted disease, and (10)
social skills. The unit on relationship and sexuality addressed marriage
in addition to abstinence.

Trenholm 4 (Teens in Control), 2007

n =481

Postponing Sexual Involvement curriculum has five topics which
focused on the risks of early sexual involvement and the advantages of
being abstinence, social and peer pressure to have sex, and the
development of a particular skills for resisting peer pressure using
extensive practice sessions and reinforcement.

The Sex Can Wait curriculum covered several key areas such as: self-
concept and self-esteem: physical and psychological changes during
puberty; values; communication skills: information on the risk of
STDs; skills for resisting social and peer pressure; and the formulation
of career goals, planning on how to achieve them.

Sieving, 2011

n =506

The program had 3 interventions:

1) Case management: one to one visit and discussion focus on

emotional skills, health relationship, responsible sexual
behaviors, positive family and school and community
involvement.

2)  Peer Leadership Components intervention provides a hands on
skill-building experience to foster development and pro-social
interaction skills. The sequence of peer educator training is
followed by service learning programming.

3)  Peer Educator Training and Employment; Just in Time program.
They address communication skills, stress management skills,
conflict resolutions skills, expectation and skills for healthy
relationship, understanding social influences on sexual
behaviors, sexual decision-making and contraceptive use skills.

From the funnel plots (Figure 2 and 4), risk of reporting
bias and/or publication bias was low. The individual and pooled
odds ratio of PYD programs on condom use showed no statistical
significant among male adolescents (Figure 1). On the contrary, the
forest plot (Figure 3) of PYD on hormonal used, showed that the
proportion of hormonal uses in female adolescents in the
intervention group was 2 times significantly higher than those in the
control group.
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PYD Control
Author(s) and Year Cd+ Cd- Cd+ Cd- Odds Ratio [95% CI]
East, 2003 177 122 163 142 - 1.26[092 1.74]
Trenholm_1, 2007 140 20 7 1 —a— 097 [0.44, 2.14)
Trenholm_2, 2007 124 20 107 N —— 0.64 [0.29, 1.39]
Trenholm_3, 2007 93 5 44 3 it 1,27 [0.29, 5.55]
Trenholm_4, 2007 120 12 103 6 — 0.58[0.21, 1.61]
Sieving, 2011 108 18 115 12 i 0.63(0.29, 1.36)
FE Model - 1.02[0.79, 1.31)
T T

Cd+ positive condom use
Cd- negative condom use

005 025 1 4
Odds Ratio (log scale)

I? (total heterogeneity / total variability): 15.01%
Test for Heterogeneity: Q (df = 5) = 5.8832, p-val = 0.3178
FE = Fixed Effect Model

Figure 1: Forest plot of condom use between female adolescents in
the PYD and the control group.

Fixed-Effects Model

0
|

0376 0.188
|

Standard Error

0565
|

0.753
|
.

Log Odds Ratio

Figure 2: Funnel plot for condom use by fixed-effect model (FE)

PYD Control

Author(s) and Year Hm+ Hm- Hm+ Hm- Odds Rati
East, 2003 1[5 % 240 190 P 2
Trenholm_1, 2007 153 2 88 5 -E——--n 43
Trenhoim_2, 2007 136 9§ 0ws 7 — 0.
Trenholm_3, 2007 182 3 a7 2 — 21
Trenholm_4, 2007 129 8 07 —_— 1
Sieving, 2011 80 46 B9 58 i 1
RE Model - 1

e e
Hm+ hormonal use
Hm- no hormonal use 005 025 1 4

Odds Ratio (log scale)
I? (total heterogeneity / total variability): 47.84%
Test for Heterogeneity: Q (df = 5) = 9.5861, p-val = 0.0878
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Figure 3: Forest plot of hormonal use between female adolescents i
n the PYD and the control group

82

Code 025

Random-Effects Model

(=l .
AT
- "
o~ - th
o -
& o " =
5 o -
w
b 2 - .
BT k-
[} F .
o o - ~
@ s *
@ 5
o A
<
“
o . -
o . R
@ 7 . -
o T T T T
1 0 1 2

Lag Odds Ratio

Figure 4: Funnel plot for hormonal use by random-effect model

4 DISCUSSIONS

Our systematic review and meta-analysis showed that
PYD programs cannot increase condom use among male adolescents
but can increase hormonal use among female adolescents by two
times. This hormonal use among female adolescents may prevent
them from getting pregnant however they are still at high risk of
sexual transmitted diseases.

Adolescents’ brain structures and functions have changed
substantially compared to when they were children (Steinberg et. al,
2010). This is part of a natural process to transform them towards
adulthood. They have developed secondary sex characteristics,
sexual attraction, sexual desire and feel exciting to have intimacy
relationship. Their executive functions such as higher cognitive
function, self-control and appropriate decision making, however,
will be maturely developed later on when they reach early adulthood
at 20s (Swartz et .al, 2014). These two biological-driven factors
strongly lead them to have sexual initiation and sex activity.

In order to unleash the sexual risk behaviour’s among
adolescents, appropriate PYD program should be further studied.
Our study suggested that the effectiveness of PYD programs for
male and female adolescents were different. Hence the program
should account for gender. The studies included in the study were
mainly conducted in the United States and England which may not
be applicable to adolescents in different culture such as in Thailand.

A number of study were excluded because the data
extraction could not be made. This may lead to some bias towards
null hypothesis and may underestimate the results. PYD program
interventions were largely different from one study to another. This
makes it difficult to draw a conclusion which PYD feature is
essential and effective to promote sexual health. The use of condom
and hormonal contraception defined in each study was, however,
only slightly different and still could be combined.

ACKNOWLEDGEMENTS

The authors would like to thank Miss Teerohah
Donroman for her valuable assisting in the data management and
analysis.

REFERENCES

Bowers, E. P., Li, Y., Kiely, M. K., Brittian, A., Lerner, J. V., &
Lerner, R. M. (2010). The Five Cs model of positive

youth development: A longitudinal analysis of
confirmatory  factor structure and measurement
invariance. Journal of Youth and Adolescence, 39(7),

720-735.
Gavin, L. E., Catalano, R. F., & Markham, C. M. (2010). Positive
youth development as a strategy to promote adolescent



INTERNATIONAL CONFERENCE ON APPLIED STATISTICS (ICAS) 2018, 24-26 October 2018

sexual and reproductive health. Journal of Adolescent
Health, 46(3), S1-S6.

Ghobadzadeh, M., Sieving, R. E., & Gloppen, K. (2016). Positive
youth development and contraceptive use consistency.
Journal of Pediatric Health Care, 30(4), 308-316.

Guolo, A., & Varin, C. (2017). Random-effects meta-analysis: the
number of studies matters. Statistical Methods in
Medical Research, 26(3), 1500-1518.

Higgins, J. P. T., & Thompson, S. G. (2002). Quantifying
heterogeneity in a meta-analysis. Statistics in Medicine,
21(11), 1539-1558.

Lerner, R. M., Almerigi, J. B., Theokas, C., & Lerner, J. V. (2005).
Positive youth development a view of the issues. The
Journal of Early Adolescence, 25(1), 10-16.

Marseille, E., Mirzazadeh, A., Biggs, M. A., P. Miller, A., Horvath,
H., Lightfoot, M., Kahn, J. G. (2018). Effectiveness of
school-based teen pregnancy prevention programs in the
USA: a systematic review and meta-analysis. Prevention
Science, 19(4), 468-489.

Oringanje,C., Meremikwu, M.M.H., Esu, E., Meremikwu, A., &
Ehiri, J.E. (2016). Interventions for preventing
unintended pregnancies among adolescents. Cochrane
Database of Systematic Review

R Development Core Team. (2017). R: A language and environment

for statistical computing (Version 3.3.3). Vienna, Austria:

83

Code 025

R Foundation for Statistical Computing. Retrieved from
http://www.R-project.org

Sedgh, G., Finer, L.B., Bankole, A., Eilers, M.A., & Singh, S.
(2015). Adolescent pregnancy, birth, and abortion rates
across countries: levels and recent trends. Journal of
Adolescent Health, 56(2), 223-230.

Shepherd, J., Kavanagh, J., Picot, J., Cooper, K., Harden, A.
Barnett-Page, E, Price, A. (2010). The effectiveness and
cost-effectiveness of behavioural interventions for the
prevention of sexually transmitted infections in young
people aged 13-19: a systematic review and economic
evaluation. Health Technology Assessment, 14(7).
https://doi.org/10.3310/hta14070

Steinberg, L. (2010). A behavioral scientist looks at the science of
adolescent brain development. Brain and Cognition,
72(1), 160-164.

Swartz, J. R., Carrasco, M., Wiggins, J. L., Thomason, M. E., &
Monk, C. S. (2014). Age-related changes in the structure
and function of prefrontal cortex—amygdala circuitry in
children and adolescents: A multi-modal imaging
approach. Neurolmage, 86, 212-220.

UNICEF Malaysia Communications. (2008). Young people and
family planning: Teenage pregnancy.

Viechtbauer, W. (2010). Conducting meta-analyses in R with the
metafor Package. Journal of Statistical Software, 36(3).
https://doi.org/10.18637/jss.v036.i103



INTERNATIONAL CONFERENCE ON APPLIED STATISTICS (ICAS) 2018, 24-26 October 2018
Code 027

Predicting TB Death Using Decision Tree Model in Reliable Mortality Data

Muhamad Rifki Taufik'", Apiradee Lim?, Phattrawan Tongkhumchum?® and Nurin Dureh?

Research Methodology, Mathematics and Computer Science Department, PSU, Pattani, Thailand
*Corresponding Email: m.rifki.taufik@gmail.com
2 Research Methodology, Mathematics and Computer Science Department, PSU, Pattani, Thailand

Email: apiradee.s@psu.ac.th
® Research Methodology, Mathematics and Computer Science Department, PSU, Pattani, Thailand

Email: phattrawan.t@psu.ac.th
* Research Methodology, Mathematics and Computer Science Department, PSU, Pattani, Thailand

Email: dnurin@gmail.com

ABSTRACT

Medical record faces a big problem that is low-quality data where over 50% of data registered ill-defined category. Verbal autopsy study attempted to
fulfill it by providing more accurate data. Tuberculosis (TB) case has been chosen as an interesting variable. Several efforts conducting prediction of
TB death has not been done properly where the accuracy of prediction still can be improved. This study aimed to predict TB death using decision tree
in verbal autopsy data. The data split into a training set and a testing set in three ratios 60:40, 70:30, 80:20, respectively where both R programming
and Python had been used to analyze. The data consisted of four categorical determinants and one dichotomous outcome. Based on R, The result
showed that death registry and age-gender group significance in ratio 60:40 and 80:20 and additionally province also significant in ratio 70:30 with
the TB death. Python gave specific categories which were significant variables that were Death registry respiratory, female and male aged 50-59 and
female with age 80+, and provinces Nakon Nayok and Songkla were associated with TB mortality in ration 60:40 and 80:20. in ratio 70:30, DR
respiratory and other cancer groups, agsx 5,9,12, female aged 50-59 and 70-79, male aged 80+, and die outside hospital were associated with TB
Death.

Keywords: decision tree, prediction, machine learning, verbal autopsy

1 INTRODUCTION In medical decision making (classification, diagnosing, etc.) there
are many situations where a decision must be made effectively and
reliably. And VA is the most reliable mortality data in Thailand.
Conceptual simple decision-making models with the possibility of
automatic learning are the most appropriate for performing such tasks.
Decision trees are a reliable and effective decision-making technique
that provide high classification accuracy with a simple representation of
gathered knowledge and they have been used in different areas of
medical decision making (Podgorelec et al., 2002).

In Thailand, 35% of all deaths occur in hospitals, and the cause of
death is medically certified by attending physicians. About 15% of
hospital deaths are registered with nonspecific diagnoses, despite the
potential for greater accuracy using information available from medical
records. Further, issues arising from transcription of diagnoses from
Thai to English at registration create uncertainty about the accuracy of
registration data even for specified causes of death. Procedures for death
certification and coding of underlying causes of death need to be
streamlined to improve the reliability of registration data
(Pattaraarchachai et al., 2010). Ascertainment of cause for deaths that 2 METHODS

occur in the absence of medical attention is a significant problem in This study used secondary data from a 2005 VA survey, which
many countries, including Thailand, where more than 50% of such  agsessed the causes of death based on a sample of 9,644 cases (3,316 in-
deaths are regls_tered with ill-defined causes. Routine |mplen_1entat|on' of hospital deaths and 6,328 outside-hospital deaths) from 28 districts in
standardized, rigorous verbal autopsy methods is a potential solution nine provinces (Rao et al., 2010). The data consisted of four

(Polprasert et al., 2010). i determinants which were the location of death (inside or outside the
) Verbal autopsy (VA) has become a primary source of  pognital) age-gender group, province, and death registry, and one
information about causes of death in populations lacking vital binary outcome that is dying from TB or other diseases. This study

registration and medical certification (WHO, 2012). VA has the  geyeloped predictive models using decision tree where the data were
capability to produce more reliable data. Reliable data on the levels and treated in three ratios, 60:40, 70:30, and 80:20. Classification accuracy
causes of mortality are cornerstones for building a solid evidence base and area under the ROC curve would measure the goodness of fit in

for health policy, planning, moni_to_ring and evaluation (Prasartkul, each ratio. R programming and Python had been employed to do the
Porapakham, Vapattanawong and Rittirong, 2007; Yang et al., 2006). I pa1ysis since these both tools are widely used and have strong analysis.
the case where the majority of deaths occur at home and where civil Both Python and R are amongst the most popular languages for data

registration systems do not function, there is little chance that deaths
occurring away from health facilities will be recorded and certified as to
the cause or causes of death (Soleman et al., 2006). The methods Table 1 Variable detail
enabled health professionals to estimate the specific cause of deaths in

analysis.

countries where the low quality of causes of death in the Death Registry

(DR) database and reliable data such as the VA data is available Variable Number of Detail Coded
(Pipatjaturon et al., 2017). VA comes as an essential public health tool group

for obtaining a reasonable direct estimation of the causal structure of Bangkok, Nakhon

mortality at a community or population level, VA is also capable to Nayok, Suphan

identify ill-defined categories to specific causes of death such as Buri, Ubon

diabetes, cancer, and TB (Polprasert et al., 2010) and some Province (pro) 9 province Ratchathani, Loei, 1,2,...,9

misclassification from other categories (Pattaraarchachai et al., 2010).
Considering an ability to predict the correct caused earns verbal autopsy
data to be applied in this research with TB as an interesting case.

Phayao, Chiang
Rai, Chumphon,
and Songkhla
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3 RESULTS AND DISCUSSION

Decision tree constructed a tree as a predictive model where the
first branch is the most important determinant. All those ratios showed
the same chosen significant determinants that were death registry and
age-gender group. Those models depicted high accuracy prediction
where all ratios got classification accuracy of nearly 98%.

Figure 1 and Figure 2 depicted result from ratio 60:40 in the R
program. CA in Figure 1 gave a high accuracy of prediction TB.
Unfortunately, after AUC assessed the model, this ratio did not develop
a good predictive model since the value of AUC was only 0.608. This
value was close to the threshold line where the value was 0.5

In ratio 70:30, R program introduced a similar result from the
previous ratio with CA 97.68 and AUC 0.599. Even the values were a
bit decreasing, but, these differences were not significant.

The third ratio in Figure 3 also did not improve predictive
performance where the decision tree gave CA 97.84 and AUC 0.597
that very closed to both previous ratios. Further figures would depict
decision tree performance predicting TB death in Python.

08

06

True positive rate

02 7 AUC: 0.608

T T T T T T
06 0.8 1.0

False positive rate

Figure 1 ratio 60:40 in R
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Figure 2 ratio 70:30 in R
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Figure 4 ratio 60:40 in Python
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Figure 5 ratio 70:30 in Python

Ratio 60:40 for the training set and the testing set was able to
predict TB death with 96.87 showed in Figure 4. The CA was similar to
the current ratio in R. Decision tree in Python predicted TB patient more
spread out compared to the decision tree in R.

Somehow, ratio 70:30 in Figure 5 gave accuracy 97.19% where
this CA improved a bit, even not significant from the previous ratio.

The last ratio 80:20 did not improve the accuracy since a number
of the testing set also was decreased. Figure 6 showed that CA in this
ratio was 96.52% with only 1899 observation in the testing set.

Figure 7 depicted ROC curve from three different ratios. It
showed that the predictive model would give better performance in the
larger testing set. Another way, a number of training sets did not
improve predictive model even the number of observation had been
increased.

ROC curve was able to distinguish whether the model is better. R
programming gave not a significant value of AUC. Contrary, AUC in
Python could able to gain some movement. The highest AUC was in
ratio 60:40, the lower number of the testing set decreasing value of
AUC.

TB death patient highly related to death registry record and age-
gender group. According to various ratios, R programming gave not

87

significant result for both measurement classification accuracy
and ROC curve. In Python, classification accuracy still did not give a
significant result, but ROC showed that ratio might give some impact to
the result.

4 CONCLUSIONS

Based on R, death registry and age-sex variables were
significantly associated with TB mortality in all ratios. Additionally, the
province is also significant in ratio 70:30 and 80:20. Different ratios of
training and testing sets, the result gave not different result from
decision tree showed a similar result in AUC and CA

Based on Python, Death registry respiratory, female and male
aged 50-59 and female with age 80+, and provinces Nakon Nayok and
Songkla were associated with TB mortality in ration 60:40 and 80:20. in
ratio 70:30, DR respiratory and other cancer groups, agsx 5,9,12,
female aged 50-59 and 70-79, male aged 80+, and die outside hospital
were associated with TB Death. Different ratios of training and testing
sets gave similar result also from decision tree shown in CA. Contrary,
the larger testing set gave higher AUC result from a decision tree
model.
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ABSTRACT

Credit risk theory for bond valuation is conventionally expressed as zero coupon bond and assumes normal distribution in the logarithmic returns of
asset prices. Those assumptions have been widely used in the Black-Scholes-Merton bond framework to model the return of assets. In real bond
trading, the most common form of debt is coupon bond and the logarithmic returns of asset prices are not normally distributed. The characteristics of
asset prices commonly contain jump processes. This paper study the valuation of 2-periods coupon bond where the asset price process contains a
compound Poisson jump component, in addition to a continuous log-normally distributed component. We derive closed-form solution for equity and
default probability of the bond which gives coupon for 2 periods using straightforward integration.

Keywords: jump diffusion processes; compound Poisson; compound option; extreme value assets

1 INTRODUCTION

Academic literature on credit risk has grown substantially over
the last decades. One way of modeling credit risk is the structural
approach which relies on a thorough description of the economics of
default. A wide range of theoretical structural models have been
proposed and they all contribute to the literature as they focus on the
effects of various realistic economic considerations on credit risk
valuation and prediction.

Credit risk is the risk resulting from credit events such as changes
in credit ratings, restructuring, bankruptcy, etc. Formal definition of
credit risk is the distribution of financial losses due to unexpected
changes in the credit quality of counterparty in a financial agreement
(Giesecke, 2004). The point of view in credit risk is the default event,
which happens when the firm cannot fulfill its legal obligations in
accordance with bond contract.

Merton (1974) was the seminal paper which builds a model based
on the capital structure of the firm, which becomes the first of the
structural model. He assumes that firm is financed by equity and a zero
coupon bond with face value K and maturity date T. In this approach,
the company defaults at the bond maturity date T if its assets have
smaller value than the face value of the bond at time T.

Up to this time, most corporation tend to issue risky coupon bond
rather than a zero coupon bond. At every coupon date until the final
payment, the firms have to pay the coupon. At the maturity date, the
bondholder receives the face value of the bond plus the last coupon. The
bankruptcy of the firm occurs when the firm fails to pay the coupon at
the coupon payment and/or the face value of the bond at the maturity
date. Geske (1977) has derived formulas for valuing corporate bonds
and suggested that when company has coupon bond outstanding, the
common stock and coupon bond can be viewed as a compound option
(Geske, 1979). KMV Corporation uses Black & Scholes and Merton
methodologies by first converting the debt structure into an equivalent
zero coupon bond with maturity one year, for a total promised
repayment (Vasicek, 2001). Although KMV claims that its methodology
can accommodate different classes of debt, they did not explain on how
this equivalent amount is distilled from more complex capital structures
(Reisz & Perlich, 2004).

It is of great importance for those in charge of managing risk to
understand how financial asset returns are distributed. Practitioners
often assume for convenience that the distribution is normal. It is now
commonly accepted that financial asset returns are, in fact, heavy-tailed.

However, empirical evidence has led many to reject this
assumption in favor of various heavy-tailed alternatives. Heavy tailed
performance show the existence of skewness and excess kurtosis
performance

In this paper we give general valuation of 2 periods coupon bond
with classical default time approach. As a result, it produces some
important formulas of credit risk valuation. Those formulas give
complete valuation in each coupon date and at the maturity date. To
construct the formulas, we use straight forward integration.
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2 METHODS

2.1 Geometric Brownian Motion with Jump Diffusion

Dmouj (2006) gives Geometric Brownian Motion model with this
equation:

X0 = (x —%02) FoW(®):t >0 &

And Geometric Brownian Motion with Jump Diffusion is as this
equation:

X(t) = exp <(u - %02) + aW(t)) ﬁ Y;
j=1

For geometric Brownian motion model, the stochastic differential
equation follows this equation:

dX(@® = f(X@®)dt + g(X(©))dW () 3

For geometric Brownian motion with jump diffusion process, the
stochastic differential equation follows this equation:

dx(e) = f(X(@©)dt + g(X(@©))aw (©)
+ X(©)dj(t)

@

@

with f(X(©) is a drift, g(X(0))dW(¢) is diffusion term, W(t) is
Brownian motion, and J(¢) is jump process (Brigo et al, 2008).

W (t) is standard Brownian motion. J(t) is standard jump process
which is defined as:

o ®)
J© =) (%-1)
j=1
dj(®) = (Yy, — 1)dN() (6)

N(t) is Poisson process with intensity A and W(t), N(t), Y(t)
independent each other. W(t) is Brownian motion, x and o are
parameter of X and t (Maruddani & Trimono, 2017).

2.2 Coupon Bond

Let’s consider the simple set-up examined by Merton, the model
considers a corporation financed through a single debt and single equity
issue. The debt comprises a zero coupon bond with notional value K
maturing at time T. There are no payments until time T, and equity
holders will wait until T, before they decide whether default or not. If
they defaulted before T, they would forgo the chance of benefiting from
an increase of the asset value.

To build this model, we have to make some assumptions for
simplifying the analytic solution. We considers geometric Brownian
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motion with volatility o and no dividend payments, the equity value can
be determined with the standard Black—Scholes call option formula.
Further, the model makes all the other simplifying assumptions of the
Black-Scholes option pricing formula which are constant return and
volatility, no transaction costs, no dividends, no riskless arbitrage,
scurity trading is continuous, risk free rate is constant for all maturities,
and short selling proceeds is permitted (Maruddani et al, 2015).

Two periods coupon bond is a bond which gives coupon for
bondholder twice in its bond period. The classical structural models
consider that the default occurs if the value of the assets falls below a
critical value associated with the firm’s liabilities at maturity date or
below the coupon payment at coupon date.

The financing arrangements for making or missing the interest
payments are specified in the indenture conditions of the bond. In Fig 1
we illustrate the cash flow of common corporate coupon bond that is 2
periods coupon bond.

coupon —

4
[ ] .

Ti T,

—» Face
value

-

bond price = face value

Fig 1: Cash Flow of Multiperiods Coupon Bond

Suppose we look at first coupon date T;. If the estimated asset
value exceeds or equal the coupon payment of the bond, the bondholder
will receive their coupon payment, c. The firm is not default at time Ty,
and the bankruptcy probability for the firm at time Ty, the firm will
default if the asset value is not sufficient to pay the coupon payment.

With those assumptions, the equity of bond issuer at coupon date
is

& ()]
= Vo ®,(dy,uy,p)

— K1@,(dy, uq, plexp(—7T3)
— c®(uy) exp(—rTy)

Then the equity if bond issuer at maturity date is

ETZ = VT1¢(d1) - K1¢(d2)eXp(_T(T2 (©)
-Ty))
the default probability of bond issuer at coupon date is
P(r=T) = o(-uy) ©)
the default probability of bond issuer at maturity date is
®,(uy,ds, p) (10)
T=T)=1-——7
p( 2) (uy)
with
V 2
In Vlo* (r - %) T,
U, =
1 o_\/,[fl
2
ln%+ (r + %) (T, —Ty)
d — 1
L=
ay/(T, —Ty)
Vr. 2
In++ (r —7> (T, —Ty)
d, = =
oy (T, = Ty)
V, a?
In K_1 + (T - 7) T2
ds
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3 VALUATION OF 2 PERIODS COUPON BOND WITH
JUMP DIFFUSION GEOMETRIC BROWNIAN MOTION
PROCESSES

In Jump Diffusion Model, changes in the asset price consist of
normal (continuous diffusion) component that is modeled by a
Brownian motion with drift process and abnormal (discontinuous, i.e.
jump) component that is modeled by a compound Poisson process.
Asset price jumps are assumed to occur independently and identically.
The probability that an asset price jumps during a small time interval
can be written using Poisson process (Matsuda, 2004).

Under the assumption of log normality of the jump distribution we
analytically solve the valuation problem of an N-staged investment
opportunity under two different scenarios. Firstly, we consider the case
where investment costs are deterministic and perfectly known at the
beginning of the project. Secondly, we consider the case where
investment costs are stochastic and unknown at the beginning of the
project, but where it is known that they follow a jump-diffusion process.

Such investments, including bond, can be modeled commonly as
an N-stage on the commercialization phase where in each stage the
company faces the option of shutting the project down or of continuing
its operations, that is, to continue to invest in the project (Andergassen
& Sereno, 2010). The arrival of new strategically important information
at discrete points in time can be accommodated by modeling the
dynamics of the project value as a jump-diffusion process, where the
Gaussian diffusion process represents business-as-usual uncertainty and
where punctuated jumps at random intervals represent exceptional
events such as major project failures or important breakthroughs.

In bond investment, the most common form of debt instrument is a
coupon bond. In the U.S and in many other countries, coupon bonds pay
coupons every six months and face value at maturity. Suppose the firm
has only common stock and coupon bond outstanding. The coupon bond
has 2 interest payments of ¢ dollars each. The firm is assumed to default
at the coupon date, if the total assets value of the firm is not sufficient to
pay the coupon payment to bondholder. And at the maturity date, the
firm can default if the total asset is below the face value of the bond. For
this case, if the firm defaults on a coupon payment, then all subsequent
coupon payments (and payments of face value) are also default on.

At every coupon date until the final payment, the firm has the
option of paying the coupon or forfeiting the firm to bondholder. The
final firm option is to repurchase the claims on the firm from the
bondholders by paying off the principal at maturity. The financing
arrangements for making or missing the interest payments are specified
in the indenture conditions of the bond.

We assume that the firm can neither repurchase shares nor issue
new senior debt. The firm only issued single coupon bond that gives n
times coupon until the maturity date. At the maturity date, firm has to
pay coupon ¢ and the face value K (Maruddani et al., 2015b).

Suppose we look at first coupon date T;. If the estimated asset value
exceeds or equal the coupon payment of the bond, the bondholder will
receive their coupon payment, c. Consequently, the firm will default if
the asset value is not sufficient to pay the coupon payment.

Based on those assumptions, then the equity of bond issuer by
geometric Brownian motion with jump diffusion process at coupon date
is:

(11)

T;
&

A
_ Zexp(lif)vgs(sﬂ -

i=1
=t,0;,1;)

And the equity of bond issuer at maturity date by geometric Brownian
motion with jump diffusion process is:

l_[ Zexp( AT )(Ar) ]

Vo exp(—65,T1 )N (as,, a5, )|

(12)
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ABSTRACT

This cross-sectional study aimed to investigate the prevalence and predictors both complicated grief (CG) and posttraumatic stress disorder (PTSD).
These are mental disorder which is a severe stress of widows losing their husband from the civil unrest in Thailand’s deep south. The sample was 156
volunteered widows who wanted to participate Resilience Enhancing Program of Songkhla Rajanagarindra Psychitric Hospital in 2016. CG was
assessed with Inventory of Complicated Grief (ICG), PTSD was assessed with PTSD Symptom Scale-Self Report (PSS-1), and other determinants
were obtained by using questionnaire. Of the total sample, 74.4% (n=116) were classified as CG and 82.7% (n=129) fulfilled the criteria of PTSD.
Age, residence province, relationship with neighbors and resilience were significantly predicted CG score, whereas residence provinces and
relationship with relatives significantly predicted PTSD score. Even the same as bereaved widows, there were different predictors between CG and
PTSD. Therefore, to effectively prevent, providing treatment, and rehabilitate bereavement-related distress both CG and PTSD of widows losing their
husband, related determinants should be considered.

Keywords: civil unrest; complicated grief; bereaved widows; posttraumatic stress disorder

1 INTRODUCTION 2 METHODS

Bereavement event is a period of mourning after the death of 2.1 Participants and procedure
loved one. Bereavement victims can meet posttraumatic stress disorder This cross-sectional study aimed to investigate the prevalence
(PTSD) and complicated grief (CG}. PTSD is a mental disor_der that can and predictors of PTSD and CG focusing on bereaved widows who
develop after one month person is exposed to a traumatic event or  paye Jost their husband and living under civil unrest in Thailand’s deep
bereavement event. Criteria of four symptoms are re-experiencing,  gouth, with 2,450 bereaved widows (Tohmeena, 2013). Target group
avoiding situation or trigger memories of the traumatic event, negative was widows who had name lists of Deep South Coordination Center in
beliefs and feelings and hyper arousal. These can lead to a significant Pattani, Yala and Narwthiwat. In May 2015, we invited those 200
disturbance and impairment in social, occupational, or other important \yiqows to recruit as part of a program of research that was designed to
areas of functioning (American Psychiatric Association, 2013). CG is g4y the effectiveness of resilience enhancing program (Detdee et al.,
also mental disorder that consists of symptoms at least 6 months after 2018). All 156 participants, were willing and voluntary, who had been

the loss of_ a Iov_ed one incl_uding a sense of dishelief re_gardipg the interviewed with questionnaires by four psychologists and ten
death; persistent intense longing, yearning, and preoccupation with the psychology students who were trained to well use the questionnaire and
deceased; recurrent intrusive images of the dying person; and avoidance interview.

of painful remainders of the death (Simon et al., 2007).
According Lichtenthal et al. (2004) mentioned that “before 2001 2.2 Measures

CG was claimed as “PTSD like” because CG symptoms were referred The participants were interviewed with questionnaires comprise
to as traumatic grl_ef which reflects symptoms of both separation distress three sets as flows: 1) demographic questionnaires was conducted by
and traumatic distress. Moreover, similar to symptoms of PTSD,  yesearchers that consist of age, residence, religion, marital status, level

symptoms of CG may be effectively treated with selective serotonin  of eqycation, occupation, income, congenital disease, trauma event
reuptake inhibitors. However, it was argued that sharing common  oceyr, directly facing or witnessing bereavement event, received
features does not permit equating CG with other diagnostic entities like compensation from government, employed by government project

PTSD. Etiology, course, prognosis, and treatment must all be allocated to husband’s relative, saving, debt, perception in quality of
considered. Others have also asserted that PTSD and CG are not |ife relationship with family member, relative and neighbor or co-

isomorphic. Although the traumatic distress symptoms of CG appear o \yorer, 2) Thai resilience quotient screening test by Department of
resemble some of the symptoms of PTSD, the separation disiress  ental Health (2009) is a rating scale of 20 items to measure 3 factors
component is unique of resilience: security and emotion (bear), motivation (resolve), and

) Rece_nt research has ir!vestigated prgvalence gnd de_terminants coping (fight). This rating test has 4 levels (not true=1 and always
which predict CG and PTSD in bereaved widows losing their husband true=4). The overall score range from 0 to 80. The score was grouped

from the civil unrest in Thailand’s deep south. The civil unrest is violent as: lower 55 (low) 30-40 (very low) and lower 30 (extremely low). 3)

situation in southernmost provinces of Thailand which has occurred in inventory of complicated grief (ICG) (Prigerson et al., 1995) was used
four border provinces: Pattani, Yala, Narathiwat, and some districts in to measure the symptom of complicated grief comprising 19 items. This
Songkhla since 2004. Until 2013, there are 12,549 civil unrests such as ICG rating scales have five levels: never, rarely, sometime, often, and

shooting, arson attacking, or bombing and other acts of violence over  5yays Respondents with ICG score more than 25 were considered as
decade, with 9',65_)4 injuries and 5,473 deaths. This civil unrest hqs had having complications of bereavement (Prigerson et al., 1995). 4) PTSD
bereavement victims, with 2,450 women who became bereaved widows Symptom Scale-Self Report (PSS-1) was from Fao and Tolin (2000).

(Tohmeena, 2013). . . This 17-items semi-structured interview assesses the presence and

Hence, this objective research is not only to examine prevalence severity of the Diagnostic and Statistical Manual of Mental Disorders-
and predictors of CG and PTSD, but also to be evidence for discussing IV (DSM-IV) PTSD symptoms. Rating to reflect a combination of
argument that distinction between CG and PTSD. frequency and severity (from 0= “not at all” to 3= “5 or more time per
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week/very much”) yielding a slightly higher coefficient and sensitivity
to PTSD. PSS-1 more than 15 score is a cut of point.

2.3  Statistical analysis

Two sample t test and ANOVA were used to investigate relation
between outcomes (CG or PTSD) and demographic factors. Multiple
linear regression was used to model between outcomes (CG or PTSD)
and demographic factors. The model was separately fitted to the data for
CG and PTSD using both treatment and sum contrasts. All data analysis
was conducted using R Programing (R Core Team, 2015).

3 RESULTS

3.1  The distributions of CG and PTSD

Figure 1 shows the distributions of CG and PTSD. The shapes of
the distributions are symmetric.

Complicated Grief Posttraumatic Stress Disorder

0 20 40 60 80 6

2N W oA g
2PN oW oA g

20 o 6 80

Figure 1: Histograms of CG and PTSD

3.2 The prevalence of CG and PTSD

The prevalence of CG was 74.4% (n=116), with mean 37.2 and
standard deviation was 16.1 whereas prevalence of PTSD was 82.7%
(n=129), with mean 24.6 and standard deviation was 10.0.

3.3 The characteristics of study sample

Table 1 shows characteristics of study sample based on
demographic factors. The number and percent of each factor level is
shown which were described the following determinants.

Table 1: Number (n) and percentage (%) of determinants (N=156)

Determinants n %

Age

<40 45 28.85

40-49 61 39.10

50+ 50 32.05
Residence

Pattani 62 39.74

Yala 70 44.87

Narathiwat 24 15.38
Religion

Islamic 128 82.05

Buddhist 28 17.95

Marital status

Widow 128 82.05

New married 28 17.95
Level of education

Uneducated 19 12.18

Primary 85 54.49

Secondary 35 22.44

Diploma& bachelor 17 10.89
Occupation

Employed 33 21.15

Agriculture 46 29.49

Employee of Private or Gov. 58 37.18

Private business and contractor 19 12.18
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Determinants n %

Incomes

<4,500 88 56.41

4,500-5,000 26 16.67

5,000+ 42 26.92
Congenital disease

Yes* 64 41.03

No 92 58.97
Trauma event occur

2012-2015 45 28.85

2008-2011 49 31.41

2004-2007 62 39.74
Facing or witnessing bereavement event

Directly 31 19.87

Indirectly 125 80.13
Compensation

Yes 143 92.86

In process 11 7.14
Compensation budget

<300,0000 51 32.69

300,000-499,999 88 56.41

500,000+ 17 10.90
Enployed by government

Yes 128 82.05

No 28 17.95
Allocated to husband’s relative

Yes 94 60.26

No 62 39.74
Saving

Yes 41 26.28

No 115 73.72
Debt

Yes 125 80.13

No 31 19.87
Quality of life

Low 114 73.08

Normal 42 26.92
Relationship with family

Positive 106 67.95

Negative 50 32.05
Relationship with relatives

Positive 104 66.67

Negative 52 33.33
Relationship with neighbor & co-worker

Positive 108 69.23

Negative 48 30.77
Resilience Quotient

Low 36 23.08

Very low 39 25.00

Extremely low 81 51.92

*Diseases: blood pressure (38.7%), diabetes (12.9%), gastritis
(9.7%), heart disease (6.5%), allergy (6.5%), and other diseases such as
pain, and wound injury (25.8%).

3.4 Multiple linear regression predicting CG and PTSD

Table 2 and Figure 2 show that the result of multiple linear
regressions indicated four predictors: age, residence, relationship with
neighbor and co-worker and resilience can predict CG in bereaved
widows.

Meanwhile in Table 3 and Figure 3 show that only two
predictors: residence and relationship with relatives can predict PTSD.

Table 2: Multiple linear regression predicting CG using treatment

contrasts
Predictors Coef. SE  p-value
Constant 2696 7.23 <0.001
Age:
<40 0
40-49 10.80 715  0.127
50+ 17.86 7.08 0.012
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Predictors Coef. SE  p-value
Residence:

Pattani 0

Yala -5.74 2.69 0.034

Narathiwat 3.15 3.76 0.404
Relationship with neighbor& co-worker:

Positive 0

Negative 7.56 271 0.005
Resilience:

Low 0

Very low 7.90 751  0.295

Extremely low -7.93 329 0.017

Complicated Grief 156 Widows in Deep South of Thailand
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Figure 2: Multiple linear regression predicting CG using sum contrasts

Table 3: Multiple linear regression predicting PTSD using treatment

contrasts

Predictors Coef. SE p-value
Constant 23.84 131 0.000
Residence

Pattani 0

Yala -3.22 1.74 0.034

Narathiwat 3.15 3.76 0.404
Relationship with relatives

Positive 0

Negative 7.56 2.71 0.005

Posttraumatic Stress Disorder 156 Widows in Deep South of Thailand
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b Yala b Negative

G .
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Figure 3: Multiple linear regression predicting PTSD using sum
contrasts

DISCUSSIONS

The prevalence of PTSD (82.7%) in bereaved widows losing
their husband from the civil unrest in Thailand’s deep south had higher
than prevalence of CG (74.4%). Compare to lifetime prevalence of
PTSD (6.8%) in Thailand (Tantirangsee, 2018), PTSD (24.2%) at least
one trauma experience in German (Eichhorn et al., 2014), CG (49.4%)
in patients (Simon et al., 2007), both PTSD and CG were very high
prevalence in bereaved widows. Because of this target was focusing on
bereaved windows and the context where diversity has. As Tantirangsee
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et al. (2017) found that the highest of rate to relate with PTSD is facing
extremely traumatic experience and see someone being badly or killed.
Even though CG and PTSD had the same determinant which was
residence, could predict both CG and PTSD particularly in Yala.
Because of in Yala had the highest percent of CG and PTSD. However,
only age, relationship with neighbor or co-worker, and resilience could
predict CG meanwhile relationship with relatives could predict only
PTSD in bereaved widows. As Tantirangsee et al. (2017) reported
PTSD in Thailand related from extremely traumatic experiences,
domestic violence, and see someone being badly or killed. Even though
Simon e al. (2007) found that PTSD conditions share symptoms with
CG but most predictors were different between CG and PTSD. This
result can support argument that sharing common features does not
permit equating CG with other diagnostic entities like PTSD, therefore,
etiology, course, prognosis, and treatment must all be considered.
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ABSTRACT

This research aims to study bootstrap confidence intervals for Coefficient of Quartile Variation (CQV) in 2 methods namely, Nonparametric
Bootstrap (NB) and Parametric Bootstrap (PB) method when estimate the population coefficient of quartile variation from 5 quartiles method, there are
Tukey, Moore and McCabe (M&M), Mendenhall and Sincich (M&S), Freund and Perles (F&P) and Minitab. The data case have Normal(4, 1),
Lognormal(0, 1.5), Lognormal(0, 1), Lognormal(0, 0.75), Lognormal(0, 0.5) and Lognormal(0, 0.25) distribution and the sample sizes (n) are 7, 8, 9, 10,
11, 12, 13, 14, 15, 16, 19, 20, 25, 26, 29, 30, 35, 36, 39, 40, 45, 46, 49 and 50. The consideration performance of confidence interval is considered from
coverage probability (CP) at confidence level of 0.95 and the average width of confidence interval (AW) by using Monte Carlo simulation with R
program. The result found that confidence interval of NB method when estimate the population coefficient of quartile variation by F&P quartile method
performs better than the other methods when the distributions are Normal(4, 1), Lognormal(0, 1), Lognormal(0, 0.75) and Lognormal(0, 0.25) distribution
in various sizes of sample. For the confidence interval of PB method, it can confirm that the F&P method for estimate quartile is more effective than the
other methods for Normal(4, 1), Lognormal(0, 0.5) and Lognormal(0, 0.25) distribution in many levels of n. And the performance of PB confidence
interval based on Minitab quartile method has higher efficiency than the other methods for Lognormal(0, 1.5), Lognormal(0, 1) and Lognormal(0, 0.75)

distribution in various sizes of sample.

Keywords: bootstrap confidence interval, coefficient of quartile variation, coverage probability

1. INTRODUCTION

Relative dispersion is the measure of dispersion calculated
from the ratio between absolute variation and the average. Relative
dispersion used to compare the variation of data starting from 2. When
the data has the average or the difference unit of data, Coefficient of
Quartile Variation (CQV ) is the appropriate measure of dispersion for
the data with non-normal distribution and avoids one-tailed or two-tailed
outliers data. CQV can be calculated from:

-9 1)
Q+Q

When Q,and Q,are Quartile 1 and Quartile 3, respectively, from the

cQV =

CQV formula, Q, — Q, means Interquartile Range (IQR). Several

researchers have developed confidence intervals for coefficient of
quartile variation as follows:

Bonett (2006) presented the 95% confidence interval for
coefficient of quartile variation by using variance of difference and
studied the confidence interval for the case of normal distribution and
non-normal distribution with several sample sizes, it was found that the
confidence interval will be efficient when the sample size is small; this
is for the case of non-normal distribution.

Tongkaw and Pongsakchat (2014) indicated confidence
intervals for coefficient of quartile variation in 2 methods namely,
Bootstrap and Bonett Bootstrap by adjusting the Bonette method and
applying resampling technique before comparing the efficiency of the
two confidence intervals with Bonett method. The data case has
Normal(4, 1), Lognormal(0, 1) and Gamma (1.5, 1). It was discovered
that Bootstrap confidence internval and Bonett Bootstrap confidence
interval have better efficiency than Bonett method when the sample size
of every distribution is small.

Altunkaynak and Gamgam (2017) demonstrated confidence
intervals for coefficient of quartile variation in 2 methods namely,
Nonparametric Bootstrap and Parametric Bootstrap, using resampling
technique of bootstrap. They found that the confidence intervals of the
two methods will have better efficiency than Bonett method when the
distribution of data has the small sample size.

Langford (2006) studied the estimation quartile from 5
quartiles methods, there are Tukey, Moore and McCabe (M&M),
Mendenhall and Sincich (M&S), Freund and Perles (F&P) and Minitab
towards IQR. As a result of the estimation, it affects IQR to contain the

differences due to each estimate Q1 and Q3 differently. However, it

depends on the size of the samples.

Cangur, Pasin, and Ankarali (2015) studied the estimation of
quartiles through Microsoft Excel (Freund and Perles) and Minitab for
the distribtions of Standard Normal, Chi Square and small extreme
value. It was found that the esimation of quartiles via Microsoft Excel is
best for asymmetrical distributions while the esimation of quartiles via
Minitab is best for symmetrical distributions.

According to the estimation of quartiles with these methods,
it was revealed that each provides different results which depend on the
size of the sample and the type of data distribution that affect the result
of CQV in the equation (1) differently. This research interests in
studying the bootstrap confidence intervals for coefficient of quartile
variation in 2 methods namely, Nonparametric Bootstrap (NB) and
Parametric Bootstrap (PB) methods when estimate the population
coefficient of quartile variation from 5 quartiles method, there are
Tukey, Moore and McCabe (M&M), Mendenhall and Sincich (M&S),
Freund and Perles (F&P) and Minitab.

2.  LITERATURE REVIEWS

2.1 Quartile calculations

Cangur, Pasin, and Ankarali (2015) stated the method to find
the position of quartile for unclassified data (X, X,,...,X,) which
consists of Quartile 1 (Ql), Quartile 2 (Qz) and Quartile 3 (Qa) as

follows:
1. Tukey method
Tukey method has the step of searching Q1 and Q3 as

follows:

- Sort data, from least to greatest (x(l) , X(Z) yeeey X(n) )-

- Search Q2 with this formula (n +1)/2.

- Search the median of the lower data from data 1 (x(l) ) to
Qz' This position is Ql.

- Search the median of the top data from Qz to data n

(Xyy)- This position is Q, .
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2. Moore and McCabe method (M&M method)

M&M method can be considered into 2 cases as follows:
- When the total number of data is the odd number, the
position of Q1 and Q,areas follows:

_ (n+1) _ (Bn+3)
4 ~ 4

- When the total number of data is the even number, the
position of Ql and Q3 as follows:

Q Q

_ (Bn+2)
4

3. Mendenhall and Sincich method (M&S method)
M&S method is to find Q, and Q, as follows:

_ (h+2)
Q1 - T’Q3

(Bn+2)
4 4

4. Freund and Perles method (F&P method)

F&P method is to find the quartiles via Microsoft Excel;
the formula to find Q, and Q, as follows:

Ql = (n+1) 'QS =

_ (n+3) _ (3n+)
Q = T Q= T
5. Minitab method
Minitab is a popular method to find Q, and Q, as
follows:
_(n+D) o _3(n+1
Q=" Q= =,

2.2 Bootstrap method
Bootstrap method is the resampling with replacement, by
means of selecting the sample size n which are X,, X, ,..., X, that are

independent of each other, from the populations distributed by many
types. 0 is the parameter and éB is the estimated parameter. Perform
the sampling once for n times, selecting from the sample group
X;y X5 40y X, The received result will be added to the previous

sample for the next sampling. XI,x; ,...,X: is the n size sample

group received from X, X, ,..., X, called Bootstrap sample. Estimate

0 and then receive the estimated B; there are 07,0, ... , 0y . Repeat

the process according to B. This method was presented by Efron and
Tibshirani (1993).

2.3 Confidence intervals for coefficient of quartile variation using
Nonparametric Bootstrap (NB method)
set Q;, and Q;, as the estimated quartile 1 and the quartile

3, following whit bootstrap method, then receive Coefficient of Quartile
Variation of Bootstrap (cQvy) as follows:

@

Qi +Q;

Coefficient of Quartile Variation of Bootstrap (CQV’;) are

CQV* - A;i — QL

*

CQV/,CQV;, ... ,CQV..

Sort CQ\/i*, from least to greatest represented by

*

CQV;,), CQVy, - ,CQVy -

96

Code 030

When B is round of resampling.

The confidence interval for coefficient of quartile variation
using Nonparametric Bootstrap applies percentile bootstrap techngiue as
follows:

[CQV4: CQVgy | ©)

When CQV(TBL) and CQV(*BU) becomes the percentile at (a /2)]3 and
the percentile at a- (1/2)B or the lower class limit and the upper

class limit of the confidence intervals for coefficient of quartile variation
using Nonparametric Bootstrap, respectively.

2.4 Confidence intervals for coefficient of quartile variation using
Parametric Bootstrap (PB method)

2 * . . .
Set MCQVB, SCQVB and T; as the point estimation, the

variation of the point estimation, and Bootstrap — t for coefficient of
quartile variation of parametric bootstrap, respectively, as follows:

The point estimation for coefficient of quartile variation of
Parametric Bootstrap is

ScQV;
i=1
B

The variance of the point estimation for coefficient of
quartile variation of Parametric Bootstrap is

CcQvs

M ;i1 =1,2,..,B @

(CQV; - My, )

Sf:QVB = - 5 P

The Bootstrap - t for coefficient of quartile variation of
Parametric Bootstrap is

_ (CQVi-Meyy,)
P S

e

1
—

®)

(6)

CQVy

The confidence interval for coefficient of quartile variation of
Parametric Bootstrap can be calculated as follows:
1@

|:MCQVB
When T(l o/2)B is T: sort from least to greatest represented by
T(l)’T(Z)’ ’T(B) T(lfa/2)B
Bootstrap - t

* *

- T(l—a/Z)BSCQVB' MCQVB + T(l —a/Z)BSCQVB

thus is T(i) at (1-a/2)B of

3. METHODS

In this topic, it states the scope and the methodology of the
research with details as follows:

3.1 Scope of research

1. The sample sizes (n) are 7, 8, 9, 10, 11, 12, 13, 14, 15, 16,
19, 20, 25, 26, 29, 30, 35, 36, 39, 40, 45, 46, 49 and 50.

2. Regarding case study of the symmetrical distributions,
Normal(4,1) and the positively skew distribution include Lognormal(O,
1.5), Lognormal(0, 1), Lognormal(0, 0.75), Lognormal(0, 0.5) and
Lognormal(0, 0.25).

3. Set the confidence level (1 - ¢ ) at 0.95

4. Specify the resampling with bootstrap method for 1,000
times.

5. Simulate the different events for 5,000 iterations with R
program.

6. Analyze the efficiency of the bootstrap confidence interval
regarding Coverage Probability (CP) with reliability at 0.95. If CP of the
confidence interval is ranged in [0.9444, 0.9561] and Average Width of
Confidence Interval (AW) refers to the narrowest, it is regarded as the
best efficient confidence internval.
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3.2 Processes

1. Create the data of population in accordance with the
distribution as regulated at 5,000 observed values.

2. Assess CQV of the populations.

3. Do the sampling of the sample size n from data in No. 1
and examine the distribution data if it corresponds to the setting.

4. Calculate the confidence interval at 95% for coefficient of
quartile variation by NB and PB according to the equation (3) and (7),
respectively.

5. Examine the confidence interval at 95% for coefficient of
quartile variation if it covers coefficient of quartile variation of the
populations or not, including width of confidence interval.

6. Redo the process in No. 3 to No. 5 for 5,000 iterations.

7. Calculate CP and AW.

8. Redo No.1 to No. 7 for every event that has been set under
the scope of the research.

4. RESULTS

From Table 1 assessment of quartile estimate method (QEM)
in bootstrap confidence interval (BCI), there is the efficiency of
distribution and the sample sizes (n). It was found that the
Nonparametric Bootstrap (NB method) confidence interval has the
efficiency when estimating coefficient of quartile variation of the
populations by Freund and Perles method (F&P method) for the case of
these distributions: Normal(4, 1) at 9 < n < 20, Lognormal(0, 0.75) at
9 < n <15, Lognormal(0, 1) at 10 < n <19 and Lognormal(0,
0.25) at 10 < n < 12. For NB method when estimating coefficient of
quartile variation by Tukey method there is the efficiency for the case of
these distributions and odd number of n are Normal(4, 1) and
Lognormal(0, 1) at 9 <n <19 and Lognormal(0, 0.75) at
9<n<15.

For Parametric Bootstrap (PB method) confidence interval, it
will have the efficiency when estimating coefficient of quartile variation
of the populations by Freund and Perles (F&P method) and Minitab
methods. For F&P method, there is the efficiency when the distributions
are Normal(4, 1) at 10 < n < 20, Lognormal(0, 0.5) at 10 < n < 15
and Lognormal(0, 0.25) at 10 < n < 12. For Minitab method, there is
the efficiency when the distributions are Lognormal(0, 1.5)
29 < n <50, Lognormal(0, 1) at 11 < n < 49 and Lognormal(0,
0.75)at 7 < n < 13. For PB method has the efficiency for odd number
of n when estimating coefficient of quartile variation by Tukey method
and Moore and McCabe method (M&M method). For Tukey and M&M
method there are the efficiency for the case of these distributions:
Normal(4, 1) Lognormal(0, 0.5) and Lognormal(0, 1) at 11 < n < 15.
And the M&M method there is the efficiency when the distribution is
Lognormal(0, 1.5)at 13 < n < 49.
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Table 1 Quartile estimate method (QEM) that makes the bootstrap
confidence interval (BCI) having the efficiency in each distribution and
sample size (n) with the confidence level at 0.95.

BCI QEM Ditribution n
Normal(4, 1) and 9 < n <19;forodd
Lognormal(0, 1) number of n
Tukey ~n <15
Lognormal(0, 0.75) 9 < n <15;forodd
number of n
M&M - -
Lognormal(0, 1),
M&S Lognormal(0, 0.75) and 7
Lognormal(0, 0.5)
NB
Normal(4, 1) 9<n<20
Lognormal(0, 0.75) 9<n<15
F&P
Lognormal(0, 1) 10 <n <19
Lognormal(0, 0.25) 10<n<12
Minitab - -
Tukey Normal(4, 1) and 11 < n <15; for
Lognormal(0, 0.5) odd number of n
Lognormal(0, 1.5) 13 de n Sb49f: for
et
Lognormal(0, 1) =n= » for
odd number of n
Normal(4, 1) and
Lognormal(0, 0.5) Tand8
M&S
Lognormal(0, 0.75) 7
PB Normal(4, 1) 10<n<20
F&P Lognormal(0, 0.5) 10<n<15
Lognormal(0, 0.25) 10<n<12
Lognormal(0, 1.5) 29 <n <50
Minitab Lognormal(0, 1) 11<n <49
Lognormal(0, 0.75) 7<n<13
5. CONCLUSIONS

Regarding the Nonparametric Bootstrap confidence interval
at 95%, there is the efficiency when estimating coefficient of quartile
variation of the populations by Freund and Perles; the distributions are
Normal(4, 1), Lognormal(0, 0.1), Lognormal(0, 0.75), and Lognormal(0,
0.25). And the Nonparametric Bootstrap confidence interval at 95%,
there is the efficiency when estimating coefficient of quartile variation
by Tukey method for the case of these distributions and odd number of n
are Normal(4, 1), Lognormal(0, 1) and Lognormal(0, 0.75).
Additionally, it depends on the sample size and the distribution.

Regarding the Parametric Bootstrap confidence interval at
95%, there is the efficiency when estimating coefficient of quartile
variation of the populations by Freund and Perles and Minitab. For the
Freund and Perles method, the efficiency of distributions are Normal (4,
1), Lognormal(0, 0.5), Lognormal(0, 0.5) and Lognormal(0, 0.25). For
the Minitab method, the efficiency of distrubtions are Lognormal(O0,
1.5), Lognormal(0, 1) and Lognormal(0, 0.75). And the Parametric
Bootstrap confidence interval at 95%, there is the efficiency for odd
number of sample sizes when estimating coefficient of quartile by
Tukey method and Moore and McCabe method. For Tukey and Moore
and McCabe method there are the efficiency for the case of these
distributions: Normal(4, 1) Lognormal(0, 0.5) and Lognormal(0, 1). For
the Moore and McCabe method there is the efficiency when the
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distribution is Lognormal(0, 1.5). Additionally, it depends on the sample
size and the distribution.
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ABSTRACT

The objective of this paper is to develop the predictive model for Thai gold bullion price. Gold is well-known for its precious quality and used as
essential material in many industries such as jewelry, financial gold, electronics, computers, dentistry and for the gold trader who gains benefits from
buying and selling gold. The paper focuses on a comparison of models developed based on multiple linear regression (MLR) and artificial neural
networks (ANN). It consists of two main parts 1) the development of the model for predicting weekly gold price and 2) the model for predicting daily
gold price. The dataset for weekly gold price model is taken from the gold price for 10 years (2006-2015) from website, while the daily gold price
model uses the data based on four influenced factors: Thai gold price, Exchange rate, International gold price and SET50 for 3 years (2014-2017).
The results reveal that ANN slightly outperforms MLR for weekly gold price predictive models, while MLR performs better than ANN for daily gold
price predictive model. The efficient models can be further developed as a program in which will benefit the user in order to predict both the weekly
and daily gold price in Thailand.

Keywords: Gold Bullion Price Predictive Model; Multiple Linear Regression; Artificial Neural Network

1 INTRODUCTION 2 METHODS

Gold has played a major role in various industries and In order to compare the prediction accuracy of the MLR and
investments of many countries around the world. The precious quality ANN models, the dataset of the gold bullion price from 2006 to 2015,
of gold leads to its pricy use in many industries such as in jewelry, for 10 years, was collected from the website and to be used for the

electronics, computers and dentistry (World Gold Council, 2016). In weekly predictive gold price model. While the daily predictive gold
addition, gold has been used as financial assets in international currency price model used the dataset based on four influential factors, which are
reserves. Hence, the effective way of foreseeing gold prices will reduce Thai gold price, Exchange rate, International gold price and SET50
risk value in gold selling, buying and investing. However, gold price is from 2014 to 2017. The factors introduced here were proposed in
unstable and sometime very sensitive till obtaining extreme price (Mombeini, 2015). The MLR and ANN techniques are presented in the
fluctuations. This causes difficulty for the investors to capture the trend next section.
and foreseeing gold prices. . . .

Gold predictive models have recently been one of the most ~ 21  Multiple Linear Regression (MLR)
interesting topics for researchers so various proposed techniques and Regression analysis is one of the most popular techniques and has
methods have been presented including auto regression integrated been widely used in the context of yield prediction on many
moving average (ARIMA) (Guha, 2016; Tripathy, 2017) based on the applications and domains, since it is simple to construct and there are
time series method, Artificial Neural Network (ANN) (Mombeini, various software that support the model construction (Montgomery,
2015) and Multiple Linear Regression (MLR) (Ismail, 2009). Different 2012). The method is relied on the assumption of random error arising
datasets of gold prices were also proposed and discussed. With the time from a large number of insignificant input factors. By giving an output
series approach the dataset is typically based on the gold prices with a response, y, and input variables = (x4, ..., x4), the relationship between y
desired interval e.g. daily, weekly, and monthly. With other approaches, and x can be shown in (1).
the dataset is set up from possible influential factors affecting the gold
prices. y=f(x)+e @

The gold prices in Thailand is updated daily from Monday to
Saturday. There are gold bullion price and gold ornament price both for
buying and selling recorded every day, which can be retrieved from the
website (Gold Trader Association). Since we focused on the model to
support the industrial investors who want to buy or stock the gold
bullion as supplied materials and for the investors who sell and buy gold
for profits. In this paper, we designed and developed two types of gold
bullion price predictive models 1) the weekly predictive model and 2) Yo=XB+¢ )
the daily predictive model.

The two techniques considered here are Multiple Linear — Where yo = (¥1, ¥, .., %", X is an x a matrix, § is aa x1 vector of
Regression (MLR) and Artificial Neural Network (ANN). Hence the the regression coefficients, and € isn x 1 vector of random error. The

€ is a random error assumed to be normally distributed with zero mean
and variance 2. The true response surface function f(x) is unknown,
then a response surface g(x) is invented to approximate f(x) and the
predicted values are obtained by using y = g(x). The g(x) can be a
polynomial function of (X, X5, ..., X4) and the observed dataset can be
written with a matrix form of X in (2)

aim of this study is to make a comparison between these two  number of unknown parameters, which is defined as a = 2d + (d) +1.
techniques, then the accuracy prediction of the gold bullion price . . . N2
predictive models from each technique are calculated and compared. The vector of least squares estimators /5 is determined subject to the
In section 2 we present the research methods including MLR and ~ Minimization of

ANN, then section 3 describes the details of the construction of the n .2 T

! . N .. L= &= - X -X 3
weekly gold bullion price models and prediction accuracy, then the Zizr &l = O BY (o 2 @
daily gold bullion price models discussed in section 4. In section 5, the Then the minimization of (3) becomes
conclusion is summarized and discussed. N

XX = X"y, 4
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Hence, the least squares estimator of 8 is
b= X"y, ®)

, while (XTX) is invertible. After 8 is estimated, the equation (5) can be
used to predict the gold price at any untried settings of input variables.

2.2 Aritificial Neural Network (ANN)

Artificial neural network (ANN) is designed based on the learning
system of the human brain, where millions of neurons are closely
interconnected. ANN has been used in many applications such as image
recognition, predictive models and complex decision making systems.
ANN consists of a set of connected nodes, which is simplified as an
artificial neuron. The node has a basic architecture as shown in Figure 1.
A set of inputs (p;) is connected to the node, where a summation
function () performs. A set of input is summed with a set of weight
(w;) corresponding to each input (p;) and the bias (i.e. b;) assigned to
the node. Then, the summation of this is passed to the activation
function (f), which is nonlinear, in this paper the sigmoid function was
used. Eventually an output response (y) is obtained as shown in Figure
1.

41 w by
P2 1
W3
f—>/Y
w,
Pm

Figurel: A basic node model (Na-udom, A, 2015)

The process of a basic node model in Figure 1 can be formulated
and written as (6).

y = f(wip; + by)

A set of weight (w;) is calculated and assigned during the
learning process, in which backpropagation method is used in this
paper. The backpropagation learning process is fine-tuned by some
parameters; learning rate, momentum rate, training time and random
seed number. Learning rate influences how large the weight adjustment
should be and momentum rate influences the current adjustment to
move in the same direction as previous.

ANN typically consists of an input layer, a hidden layer and an
output layer. In theory, ANN can have more than one hidden layers;
however one hidden layer is often sufficient enough. In this study we
only used one hidden layer and each node in each layer is

interconnected to every node in the next layer as displayed in Figure 2.

Output layer

|Input Iayer| | Hidden layer |

Figure 2: A structure of ANN (Na-udom, A, 2015)
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Figure 2 displays an ANN model, which has m inputs, one hidden
layer with n number of nodes and one output y.
The entire processing unit of ANN can be rewritten as,

y=[ELwx QL Yi=awiipi + b)) + bo (7

,where n is a number of node in a hidden layer and m is a number of
inputs, b; is a bias of each node and by, is a bias at the output node.

3 WEEKLY GOLD PRICE PREDITIVE MODELS

The dataset for the weekly gold price predictive model is taken
from the Gold Trader Association website, which is a daily gold price
for 10 years, a total of 3,023 records. Then the daily buying gold bullion
price is transformed to weekly gold price by averaging the gold price in
a week. The dataset reduces to 522 records (weekly), with maximum,
minimum, average and standard deviation values of 26466.67, 10160,
17641.51, and 4497.08, respectively. The plot graph of average weekly
gold price is in Figure 3.

beht Average weekly gold price

fap s,

by

BaP A,

Week

Figure 3: A graph of average weekly gold price

3.1 The design of weekly gold price dataset

In this study, based on the concept of autoregressive models, we
used the average weekly gold price of the previous 4 week to predict the
gold price in week 5. Hence, examples of the dataset is shown in Table

(6}, where W, is the current week and W,,, is the week we want to
predict the gold price. W,_5 is referred as the gold price of the previous
3 week before current week.

In fact, with this study, we also combined the concept of moving
average models to the weekly gold price models. However, the
prediction accuracy of such models were not good enough. Then, we
did not present such models in this paper.

Table 1: Example of weekly gold price dataset

We_s Wi, Wiy We Weia
18966.67 18758.33 18508.33 18600.00 18875.00
18758.33 18508.33 18600.00 18875.00 19291.67
18508.33 18600.00 18875.00 19291.67 19941.67
18600.00 18875.00 19291.67 19941.67 19791.67

With this design, the total number of records in the dataset is 518.
Then, the dataset is split into two sets; the first 466 records are served as
the training set, while the others 52 as the test set.

3.2 The development of weekly gold price models

The predictive models were developed with WEKA by applying
the training set for building predictive models, then validating them
with the test set. The prediction accuracy is measured by Root Mean
Square Error (RMSE), its formula is defined in (8).

k -
RMSE = 21’:1(3”: Vi)? (8)

, where k is a number of test points, y; and J; is actual and predicted
value respectively.
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The result of the predictive model from MLR is defined in (9)
with the RMSE on the training set and the test set are 311.71 and 235.71
respectively.

$ = 0.1153 * w,_, — 0.447 * w,_, + 13257 xw, + 97.7531 (9)

To develop the ANN predictive model, we varied parameters by:
1) Different setting of (learning rate, momentum rate): (0.1,0.1)
(0.1,0.3) (0.3,0.1) (0.2,0.3) (0.3,0.2) (0.2,0.2) (0.3,0.3)
2) Number of hidden nodes: 2, 3,4, 5
3) trainingTime: 1000
The ANN models that minimizes RMSE on the test set is shown
in Figure 4. The least RMSE on the test set is 231.9379 from the ANN
with 2 hidden nodes and learning and momentum rate of 0.3 and 0.3.

-

RMSE

234.533

234793

231.9379

2 3 No. Nodes 4 5

—_— e (0.3,0.2) === (0.2,03) sesses (0.2,0.1) = = (0.2,0.2) =—(0.3,0.3)
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4.1 The design of daily gold price dataset

The design of daily gold price dataset is different from the
weekly since we want to use the factors affecting the gold price,
proposed by Mombeini (2015) and Lin (2015). In this paper, four input
variables are today gold price (Gold), Exchange rate (Exchange),
International gold price (Gold Spot) and index of SET50 (SET50) in
order to predict the tomorrow gold price (Gold+1). The dataset is
statistically analyzed with the values as shown in Table 3. The three
input variables, which are significantly related to Gold price (Gold+1),
and tested with p-value < 0.05, are Gold, Exchange and Gold Spot. Gold
has the highest correlation with Gold+1 value (r) 0.202.

Table 3: The input variables and their statistic values

input

variables min max mean SD r P-value
Gold 19550 22800 19599.93 210649  .202” <.001
Exchange  31.92 3671 34.367 1.44 .099™ 007
Gold Spot 1151.00 1366.25 1181.81 22371 1147 002
SET50 761.75 1074.80 956.661 67.83 -032 377
Gold+1 19550 22800 19012.16  3935.71 1 -

4.2 The development of daily gold price models

With the design of daily gold price as shown in Table 4, the total
number of records in the dataset is 739. The dataset is then split into two
sets; the first 665 records are served as the training set, while the others
74 as the test set.

Table 4: Example of daily gold price dataset

Figure 4: The accuracy prediction (RMSE) of ANN models on test set

3.3 The result of weekly gold price models

The accuracy prediction of MLR and ANN models can be
summarized in Table 2. The result displays that the optimal ANN model
is slightly better than MLR in terms of the accuracy prediction on test
set, while the MLR training set is a little better than ANN training set.
However, in this paper we judges the best models based on the accuracy
prediction of test set.

Table 2: RMSE of MLR and optimal ANN for weekly models

Gold Exchange Gold Spot SET50 Gold+1
20400 32.57 1310.75 912.35 20300
20300 32.63 1313.50 917.34 20300
20300 32.74 1304.00 921.49 20000
20000 3271 1296.00 919.06 20000
20000 32.66 1294.75 929.84 19900

RMSE
Method .
Training Set Test set
MLR 31171 235.71
Optimal ANN 315.21 231.94
21000
20800
]
20600 ,-" =
G s i .
2 z N oy f 1" i
NV v ¥ o Y
20200 of 1 AN, P sl
L] 3 ]
20000 i A
19800 AN 4
L
18600 I
! ¥
18400 ;\jJ
15200 !
15000

Figure 5: Graph for actual, MLR and ANN predicted value for test set

4 DAILY GOLD PRICE PREDITIVE MODELS

The dataset for the daily gold predictive model contains four sets
of data from influential factors; Thai gold price, Exchange rate,
International gold price and SET50 as input variables to predict the gold
price of the next day. The total of 740 data taken from 24 March 2014 to
4 April 2017.

The result of the predictive model from MLR is defined in (10)
with the RMSE on the training set and the test set are 152.17 and 118.02
respectively.

¥ = 0.7554 = Gold + 138.2461 = Exchange + 3.9593 * Gold o —
4746.81 (10)

To develop the ANN predictive daily gold price model, we varied
parameters in a similar way to the weekly gold price models. The
optimal ANN with the least RMSE on the test data is 121.67, with 2
hidden nodes and learning and momentum rate of 0.1 and 0.1.

We, then, tried to construct ANN without SET50 input, since its r
value was quite low, and from the result of MLR model, SET50 is not
included as shown in (10). The optimal ANN, in this case, has the least
RMSE on the test data is 117.72, with 4 hidden nodes and learning and
momentum rate of 0.1 and 0.3, which is slightly better than MLR
(118.02).

4.3  The result of daily gold price models

In Table 3, the MLR daily gold price model slightly outperforms
the optimal ANN model on both training and test set. Figure 6 shows
the accuracy prediction for each test point.

Table 3: RMSE of MLR and optimal ANN for daily models

RMSE
Method -
Training Set Test set
MLR 152.17 118.02
Optimal ANN 153.16 121.67
Optimal ANN (3 input) 152.23 117.72
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Figure 6: Graph for actual, MLR and ANN predicted value for test set

Finally, we have developed the web-based application, using
WEKA engine, for users to predict the daily gold price.

wanswInsol 1asezinmlse

neural

Figure 7: A snapshot of the daily gold bullion predictive program

5 CONCLUSIONS AND DISCUSSIONS

This paper presents the construction of the weekly gold price
predictive model from only gold price data. The design of the dataset is
based on the concept of an autoregressive model. Whereas, the
construction of the daily gold price predictive model is based on the
factors affecting the gold price. From the study, it shows that both ANN
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and MLR have a similar accuracy prediction. ANN is slightly better for
the weekly gold price predictive model, while MLR is a little better for
the daily model. However, in terms of the program development, MLR
is much easier to implement than ANN.
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ABSTRACT

Black-Scholes (B-S) in 1973 succeeded in formulating an option price pricing formula. They use the assumption of stock returns
following a normal distribution and the share price is logically distributed. Some stock returns are not normally distributed, so the
option pricing model should consider a higher moment. The model in this paper inspired by the Gram-Charlier expansion to high-
moment adjustment on the Black-Scholes formula. The approximation method used is the approach with the Hermite polynomial.
Finally, we have a formulation for European type call option prices using fifth moment.

Keywords: Superskewness, Gram-Charlier, Hermite polyinomial, option

1 INTRODUCTION

Black and Scholes (1973) developed a European-type option
pricing model based on normal distributed stock returns. The B-S model
is a simple model widely used by practitioners in the options market. It
may be said that the option practitioner makes the B-S formula an
option price reference with slight modifications to market conditions. Of
course the option price based on the B-S formula is not exactly 100%
predict the option price in the market, there is still an error.

There is still some evidence in the market, the B-S model's
option price valuation deviated in predicting market prices. This can be
caused by many factors, such as ignore higher normal distribution
moments. A study conducted by Jarrow and Rudd (1982) showed that a
given probability distribution can be approximated by the expansion of
distributions of two or more moments. Another is that, in options
trading, the exchanges often limit the movement of daily price changes
of an asset. As a result, asset returns are not perfectly normal
distributed. The inclusion of higher moments is considered very
important to get a better level of precision, given that not all data is
perfectly normal distribution. Corrado and Su (1996) developed an
option pricing formula using the Gram-Charlier expansion. Lin et al.
(2015) discusses options pricing with several models including the
Black-Scholes model and the Gram-Charlier Expansion model. The
comparison of the option pricing model using Relative Price Error
(RPE) and Squared Relative Price Error (SRPE) in some cases shows
that the G-C approach still contains fluctuating errors. Based on the
facts mentioned above, in this paper we formulate option price of
European B-S model using a higher moment, until the fifth moment.
Furthermore, the new model will be symbolized by GCsks.

The Black-Scholes model for option price valuation is a
model used by many researchers and financial practitioners. This model
was developed by Fischer Black and Myron Scholes (1976), and give
the famous formula

Cas =SoN (dy)—Ke™ N (dy) )
Where d; and d,
Ins?o+[r+%02]T
dlzT ; dy=di—oT o)

Hermite Polynomial was defined by Laplace in 1810 and studied in
detail by Chebyshev in 1859, was ignored and only recognized after
Charles Hermite wrote this polynomial in 1864. The form of this
polynomial is

My CDRRE
Hy(2) = 3,2 SO gno2k 3

From equation (3), we get Ho (z) = 1, H: (2) =z, H2 (2) = (2 -1), ...,
Ha(z) = (z* -62% +3). This polynomial has orthogonal properties :
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GRAM-CHARLIER EXPANSION

,m=#=n

©

j_me(z)Hn(z)n(z)dz e

2.

Gram-Charlier expansion is a very strong expansion to
estimate normal density. In the last two decades, the use of this
expansion has been introduced in the field of finance for leptokurtik
return model, skewness, group volatility and so on. Hermite
polynomials can be used to obtain expansion of probability functions in
a series of derivatives n (z). One of the advantages of this polynomial is
the fact that the density function can be formally expanded as :

ORLENCEE

Where n(z) is the standard normal density function, Hy(z) is the hermite-
order nth polynomial of equation (3). The coefficient c, of (4) is derived
from the Hermite Polynomial. If the equation (5) of the two segments
multiplied by Hnm(z), and it is integrated from -oo to oo, then :

@ @ nf2

J' 9(2)Hp(2)dz= I chHn(z)Hm(z)n(z)dz::chn T Hy (2)Hn (2)n(z)dz

—oNn=0

®)

—0 —00

:coj Ho(z)Hm(z)n(z)dHclj Hy(2)Hp (2)n(z)dz

—00 —0

[ Hoa (2 20l

-0

o0 o0
0

+otCpg

0 0
+p I Hm(z)Hm(z)n(z)dHcmﬂj Hupea (2)Hy (2)0(2)dz ...

—0

Using the orthogonal properties on equation (4) we obtained

0

[o(2)Ha(2)

—0

-0

dz=0+0+...+Cp J Hu (2)Hp (2)n(z)dz+0+...

=c, I H (2)Hp (2)n(2)dz
=C,m!
Finally, we have:

cm=% J' 9(z)Hp(2)dz (6)

From equation (6) we get the values : ¢co =1, ¢1 =, €2 = (1/2!) (u2 - 1),
c3=(1/3") (us '3}11), Cs=(1/4!) (1a-6p, + 3),cs=(1/5") (us -10p3 +15
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w) with ps, pa, ps are skewness, kurtosis, and superskewness
respectively. The expansion for normal standard pdf is :

0(2)= X e (2)0(2)

Ho(z)+y1Hl(z)+%(y2 -1)H,(z)+

%(/13 —3u)Hs (Z)+%(/i4 ~61, +3)Hy (2)
=n(Z) ‘ 9(2)y 4 ?
+_(Ns —10u5 +15/l1) Hg (Z)

Corrado and Su (1996) develop the third and fourth moments for B-S
option pricing valuation and give the formula for Call option price.

Cac, =€ E[ max(S; -K,0)]
(44 -3)
3! 4!

=Cps +15Qs + (14 —3)Q

®

P!

Where

Q :%Soaf(n(dl)(aﬁﬁf ) +o?TN (d,))
Q :%Somﬁ(n(dl)(df _3aﬁ(dl-gﬁ)-1)+(aﬁ)3 N (dl)J

Substituting equation (7) to the general formula in equation (1) give the
option pricing formula based on superskewness moment as follows

e (s a(e) 4 +(2)Josr
=Coc, *Cac,
Where
e, 51 10) 2L e s,
ﬂfﬂj (SoemT+Z"fK){(%5+ﬂs)H5( )n(z)dz}
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Use partial integral

u= SoemT”"‘ﬁ—K and v:j% H,4(z)n(z)dz we gets that

%[ys 710;13](0'\F)5 SoN (dy) +

5 j-1
SOZ(OV ) Hs_;(=dz)n(d;)
iz

-1
120

CGCSKS =

[#5 *10/‘3]
TN (dy) +
SooNT (d 463132 _6d,0T +3d20 T +

2 dyoT — 30T —d3 +3d,

Finally we have that the formula for call option price using fifth moment
Cocges =Cas +16Qs + (g —3Q + (45 —1015) Qs ©)

From the latest model option pricing formula in equation (9), we can see
some analysis as follows :

1. The option price formula in equation (9) is an extension of
the B-S option pricing formula and Gram-Charlier.
2. Theoretically, if the data is normally distributed (skewness =
0, kurtosis = 3 and the superskewness = 0), then the option
price formula in equation (9) equals the B-S’s formula..
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ABSTRACT

Bootstrap aggregating (bagging) is a popular ensemble technique used to improve prediction performance. An ensemble consists of a number of
training sets generated via resampling with replacement. Then a particular model is trained on each training set. The method gives multiple
predictions before combining into one single estimator. Combining forecast has shown to perform better than a single forecast. In this study, bagging
is introduced in forecasting Thai direct non-Life insurance premium. The aim is to improve the forecast accuracy of classical decomposition method.
The methodology involves decomposing the time series into three main components: trend, seasonality and remainder. The remainder part is
bootstrapped and then added back to the trend and seasonal part to obtain a bootstrapped time series. The modified decomposition method is applied
to modelling each bootstrapped time series and the final forecast is obtained by averaging the forecast set. The method purposed is evaluated on a
series of Thai direct non-Life insurance premium. The empirical results obtained with bagging decomposition method outperform the classical one.

Keywords:Bagging; Decomposition method; insurance premium

1 INTRODUCTION 2 METHODS

The classical decomposition method is one of the oldest 2.1 Data
common forecasting techniques. The method is simple and easy to

> : A In this study, a time series of Thai direct non-Life insurance
understand. The methodology is based on an analysis of individual

f . - . . premium was used as a case study. The data set consist of quarterly Thai
components of the time series. A time series is decomposed into three non-Life insurance premium at national scale in total of 72
main components: trend, seasonality and remainder. The information in - gceryations. The period considered runs from the first quarter in 2000
each component can be extracted separately. The technique is useful for 1, the fourth quarter in 2017. The data from the first quarter in 2000 to
unders_tandlng and exp_lonng the variation in each part of the time series. the fourth quarter in 2016 were arranged as training set (in-sample) and
Also, it can be used in forecasting. The seasonality part is normally  the ghservations from the first quarter in 2017 to the fourth quarter in
expressed with seasonal indices. It is an essential part in the business 2017 were arranged as test set (out-of-sample). The datasets were
and economic time series as it shows periodic fluctuations of constant obtained online from the Office of Insurance Commission (OIC). A

length. This makes the technique becomes wildly used. However, every  time series of direct non-Life insurance premium was adjusted before
method has drawbacks. A large random variation or outlier can distort sending to the process. It was divided by Thai GDP.

the estimation of seasonal indices and trend. Figure 1 shows a plot of time series.

Bootstrap aggregating (bagging) is a popular ensemble
technique used to improve prediction performance (Fotios et al., 2018).
It has been applied to combine with the other techniques in order to
increase forecasting accuracy (Bergmeir et al., 2016, Dantas et al.,
2017). An ensemble consists of a number of training sets generated via
resampling with replacement. Then a particular model is trained on each
training set. The method gives multiple predictions before combining
into one single estimator. Combining forecast has shown to perform
better than a single forecast.

However, adding bagging to the statistical forecasting
techniques is not always promising (Bergmeir et al., 2016).There are
several important things need to be considered in order to make bagging
work efficiently. The bagging will perform well if it is well designed to
tackle the sources of uncertainty. Previous work has demonstrated that

- [N -
N » »

-
o

Thai direct non-Life insurance premium /GDP

bagging is very effective when combining with several forecasting 2000 2005 2010 2015
techniques (Yang & Dong, 2018, Dantas et al.,2017, Zhang & Wang, Year

2018); but, there has been no empirical testing with the classical Figure 1: A time series of ratio of Thai direct non-Life insurance
decomposition method. premium to Thai GDP

In this study, bagging is introduced to work with the
classical decomposition method. The aim is to find out if bagging can N
improve the forecast accuracy of classical decomposition method. We 2.2 Decomposition Method

aim to make it simple and easy to implement as if it works this could be In decomposition, a time series is descried via two forms of
an alternative to the original one. The proposed method is applied to  model: an additive decomposition and multiplicative decomposition.
forecast Thai direct non-Life insurance premium. The model is given in general form as follow:

The remainder of this paper is organized as follows. Section
2 introduces the proposed techniques including data description. In Y, = f(S., Ty, Cp, Ey) (1)

Section 3, the empirical results are presented. Finally, the conclusions

of this study are presented in Section 4 whereY,is the time series value at time t, S, is a seasonal component, T;

is a trend component at time t, C, is a cyclical component at time t and
E, is irregular or remainder component at time t. The cyclical
component is often treated together with the trend component.
Mathematically, time series decomposition is a mathematical procedure

105



INTERNATIONAL CONFERENCE ON APPLIED STATISTICS (ICAS) 2018, 24-26 October 2018

that transforms a time series in to multiple time series, mainly 3 series:
season, trend and remainder. To decompose the series, the first step is to
estimate the seasonal indices using moving average. After that the
seasonal component and deseasonalised series can be obtained. This
depends on the type of the model. Finally, the remainder component is
calculated by removing the estimated seasonal and trend component
from the original series. Each part of the series can be modeled and
forecasted individually.

2.3 Bagging

Bootstrap aggregating (Bagging) as proposed by Breiman
(1996) is a well-known machine learning technique. In bagging,
predictors are built on bootstrapped versions of the original data. For
each training set, a specific model or technique is applied in order to
make a prediction. The idea is to apply the same technique or model to
different samples and then the predictions resulted from each data set
are combined into one single prediction. The goal is to improve the
accuracy of one data set by using multiple copies.

2.4 Decomposition with Bagging

In this study, bagging is introduced to work with the
classical decomposition method. The aim is to find out if bagging can
improve the forecast accuracy of classical decomposition method. The
proposed method is applied to forecast Thai direct non-Life insurance
premium in order to validate the method. The methodology is described
as follows:

2.4.1 Step1-Decomposition

The time series is decomposed into three components:
seasonal, trend and remainder. For this work, additive decomposition
method was used, so the result can be written as in (2)

@

Y, =85 +T, +e

whereS, is estimated seasonal index, 7,is estimated trend and e, is the
remainder or residual . The seasonal part and the trend part are kept
together and treated as constants. The remainder is a variation part. This
part play important role in the next step.

2.4.2 Step 2- Bootstrapping the remainder

New versions of the remainders of time series are generated
by bootstrapping the remainders part kept in the step 1. After that, the
seasonal and the trend treated as constants in step 1 are added back to
new version of remainder to obtain bootstrap time series. At this stage,
it is very important to take into account that there is no autocorrelation
in the remainder component. Otherwise, different techniques of
bootstrapping will be the options such as Block Bootstrap. In this work,
the remainders part was checked and there is no structure found in the
series.

2.4.3 Step3- Bagging

The same model applied to original series in stepl is applied
to bootstrap time series to generate forecasts. In this work, according
step 2 there were 600 bootstrap samples generated and in each sample
the classical decomposition was applied to generate forecasts.

2.4.4 Step 4- Aggregation

The final stage is to aggregate the forecasts in order to get
the final result. There are various ways to combine forecasts together
such as mean, median. In this work, the average of forecasts is used as
the final forecast.

3
31

RESULTS

Decomposition of Time series

The time series of Thai direct non-Life insurance premium
was used as a case study. For an analysis purpose the series was
adjusted to series of ratio of Thai direct non-Life insurance premium to
Thai GDP denoted by Y;.

A plot of ratio of this series to the Thai GDP is illustrated in
Figurel. As we can see, there was the effect of season in the series.
Also, the insurance premium went up sharply in 2011-2013. In order to
investigate each part of time series, the additive decomposition method
was applied. The result is shown in Figure 2.
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Figure 2: components of time series

3.1.1 The seasonal indices

Figure 2 shows the original time series on the top and
another 3 times series extracted from the original one: seasonal
variation, trend and remainder. The series is obviously influenced by the
season as seen on a plot of seasonal series (the second from the top).
The same pattern repeated every year. The seasonal indices were
calculated and revealed in tablel.

Table 1: Seasonal index

Quarter Season index
1 0.2664
2 -0.264
3 -0.6418
4 0.6398

3.1.2 Trend analysis

Having obtained the seasonal indices, the trend-cycle of the
series can be estimated. First, the deseasonalised data is estimated as
follow:

Deseasonalised data= Y,-S, =T, +e (3)
Series

16 — Deseasonalised data
% — Training.set
Q
E14-
3
£
a
2 12-
g
2
£ 10-

2000 2005 2010 2015

Date
Figure 3: Deseasonalised data and Training set

Figure 3 shows plots of deseasonalised data comparing with training set.
As seen in the figure, a linear trend is not a good choice for this data set.
Polynomial regression models can be used to estimate the trend for this
data set. An estimated trend equation was calculated as shown in (4) and
the fitted trend line is shown in Figure 4.
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Figure 4: Deseasonalised data and Estimated Trend

3.1.3 The remainders
The variation part, remainders are obtained as in (5)
er = Y;:_‘Sﬁt - Tt ®)
At this stage, a series of remainderse, ; t= 1, 2, 3, ... 72 was obtained.
This series is treated as an original series for the process of
bootstrapping. The remainder series was checked if there is any
structure, especially autocorrelation. Figure5 and figure 6 show a time

series of remainder and the autocorrelation respectively. There is no
structure found in this series, so the next step can be carry on.

0.5-

0.0-

Remainders

2010 2015

Date

2005

Figure 5: Remainders

Series: Remainder.series

0.1-

20
Lag

4 &8 12 18

Figure 6: Autocorrelation function of remainder series
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3.2 Bootstrapping the remainder

To generate a new time series, first bootstrapped remainder
series were generated by bootstrapping the remainders and then these
bootstrapped remainder series were added back to the trend and
seasonal components as shown in (6)

(6)

Y =85,+T +e;

where e/ ( t=1,2,3,...,72) are bootstrapped remainders and Y;*
(t=1,2,3,...,72) are bootstrapped series.In this work, a typical bootstrap
method was used while other types of bootstrap should be used if there

is autocorrelation presented in the remainders. There were 600 new
bootstrapped series generated.

3.3 Bagging

Both the original series and 600 bootstrapped series were
used. The same technique, additive decomposition method with
polynomial trend was performed on each series. A set of forecasts for
training set and test set was calculated from the original series and
bootstrapped series.

3.4 Aggregation

To obtain final forecast at each time t, an average of a bag of
600 forecasts was calculated. Table 2 shows forecasting results of two
methods for the test set: decomposition method and decomposition
method with bagging. The purposed methodology was evaluated using
Mean Absolute Percentage Errors (MAPE) calculated as follow:

o Y- Y
t t>><100

Z IY:l
. whereY, is time series at time t and ¥, is fitted value at time t.

™

(1
n
t=1

Table 2: Forecasting for test set by decomposition method and
decomposition method with bagging.

decomposition decomposition

Quarter Ye method method with bagging
1 55,101.15 55,578.06 55,634.07
2 53,123.05 51,521.04 51,638.33
3 51,731.28 50,804.05 50,965.63
4 59.693.57 57,818.59 58,017.49
MAPE 2.2036% 2.0125%

As shown in Table 2 there is slightly improvement in forecasting with
bagging.

4 CONCLUSIONS

This work applies a combination of Bootstrap aggregating
method with the classical decomposition method to the Thai direct non-
Life insurance premium in order to predict the future of insurance
business. The combined methodology named as Decomposition with
Bagging is applied for the first time as long as we are aware. The
preliminary result obtained confirms that the methodology potentially
can improve forecast accuracy even the series is not big and especially it
is a quarterly data. As stated in the work of Bergmeir et al. (2016), the
bagging may not always work well for the yearly and quarterly data.
However the forecasting resulted from methodology proposed suggest
that Decomposition with Bagging can be a choice for purposed of
prediction.
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ABSTRACT

This paper compares the statistical analysis on the LPI data of IAIN Purwokerto. We analyze them based on the type of the LPI data and analyze the
significance of the relationship. We do the analysis as follows; compares the analysis results of the significance using the linear regression and One
Way ANOVA with the logistic regression. We compared significance of the relationship analysis between linear and logistic regression in
independent variables of either age, the department assessment, the student assessment with the dependent variable of the LPI. We also compare the
analysis results of the significance using One Way ANOVA with the logistic regression. We determine that there is a relationship if the average of the
LPI gives the same results. They include the analysis of relationship between either the lecturer category, the assessment component category and the
LPI. The analysis of linear regression showed the relationship between age and the LPI was not significant, the relationship between the department
assessment and the LPI was significant, and the relationship between the student assessment and the LPI was significant. This showed the same
results as previous research using the logistic regression. The analysis results using One Way ANOVA that the relationship between the lecturer
category and the LPI was significant. This means that the average of the LPI was not the same for all the lecturer categories. In other words, the
lecturer category has no relationship with the LPI. This is contrary as previous research using the logistic regression. The analysis result by One Way
ANOVA for the assessment component category was not significant, this is also contrary using the logistic regression that the assessment component
category has no the relationship with the LPI.

Keywords: logistic; linear; one way ANOVA, Ipi

1 INTRODUCTION of IAIN Purwokerto included State Civil Aparatus (SCA), the internal
lecturer of Non State Civil Aparatus (NSCA), and External Lecturers
(EL), the assessment component of the LPI consisted the department
and student assessment, while the data values of the LP1 was in intervals
0-4. The IAIN Purwokerto has made the category of the LPI in two
categories. They are the LP1> 3.00 called fine and the LPI < 3.00 called
no fine. In this case, the difference among the lecturer category appears
in its salary which it greatly affects the lecturer performance Index for
the lecturers of IAIN Purwokerto. Whereas the assessment components
of the LPI are important in determining whether fine or not fine in the
LPI of IAIN Purwokerto. The department assessment is determined by
the factors themselves but for the student assessment depends on the
others.

Based on the exposure of the LPI results of the IAIN Purwokerto
in 2017, we find the low LPI or the no fine LPI in the young lecturers
and the lecturers in the category of External Lecturers (EL). Based on
this problem, we also suspect that there is a significant of the
relationship between each age, the lecturer category, and the assessment
component and the LPI of IAIN Purwokerto. Therefore, to prove the
hypothesis, we try to analyze the data by using the logistic and linear
regression, and also the one-way ANOVA. In the case of the one-way
ANOVA, we determine if the average is the same so there is a
relationship, but if the average is not the same, then there is no
relationship.

In detail, based on the LPI category then we analyze the
relationship between each the independent variable age, the lecturer
category, the department assessment, the student assessment and the
LPI of IAIN Purwokerto by using the logistic regression. This data
analysis has been carried out by Mutijah (2018). An idea that the LPI
value is only an interval among 0-4, the small number value will very

We can use the statistical tools to analyze the data. The statistical
analysis tools can use the logistic regression, the linear regression or the
one-way ANOVA. The logistic regression analysis is used to analyze
data if the data for the dependent variable is a category data, while the
linear regression analysis can be used if the data for the dependent
variable is continuous data. The one-way ANOVA is used if the
variable is divided into two or more category and the data values for
every category are continuous. The regression analysis aims to analyze
the relationship between the independent variables and the dependent
variable. It can be done if the dependent variable is in the form of a
category. The linear regression analysis aims to analyze the relationship
between the independent variables and the dependent variable. It can
also be done if the data of the dependent variable is continuous data.
The one-way ANOVA aims to analyze the average similarity of a
variable dividing in the category if the data values of the variable is
continuous data. In this study, the one-way ANOVA also be used to
analyze the relationship between the independent variables and the
dependent variable of the LPI by provisions if the average among the
independent variable categories is the same, so that it is stated to have a
relationship, but if the average among the independent variable
categories is different so it is declared to have no a relationship.

This study will analyze data taken from the IAIN Purwokerto.
The data includes age, the lecturer category, the assessment component
of the LPI, and the main data from this study, namely the data of the
LPl. The data of ages, the lecturer category, and the assessment
component are the data for the independent variables and the data of the
LPI is the data for the dependent variable. We find the data are the
lecturer age of IAIN Purwokerto were 26,00-65,58 years, the lecturers
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determine the results of the analysis, therefore is important to compare
the results of the analysis if the data type of the LPI of IAIN Purwokerto
is continuous. Based on this condition, we perform a regression analysis
for each the independent variable age, the lecturer category, and the
assessment component and the LPI of IAIN Purwokerto. We propose an
idea, it comes from the lecturer category data and the assessment
component of the LPI which consists of two types, namely the
department and student assessment. The idea is “if the average of the
LPI in the category is the same then we declare there is a relationship
and vice versa”.

We compare the significance is the main part of using the logistic
and linear regression, and also one-way ANOVA in this paper. We
compare the significance of the data analysis between the linear and
logistics regression in each the independent variable age, the department
and student assessment. We also compare between one-way ANOVA
and the logistic regression in each the independent variable in either the
lecturer category, the assessment component and the LPI of IAIN
Purwokerto as a dependent variable.

2 LOGISTIC REGRESSION VERSUS LINEAR ON THE LPI

OF IAIN PURWOKERTO

The modeling of the relationship between a dependent variable
and the independent variables is one of the most widely used of all
statistical techniques. We refer to this type of modeling as regression
analysis. A regression model provides the user with a functional
relationship between the dependent variables and the independent
variable that allows the user to determine which of the independent
variables have an effect on the dependent variable. The regression
model allows the user to explore what happen to the dependent variable
for specified changes in the independent variables.

The basic idea of the regression analysis is to obtain a model for
the functional relationship between a dependent variable and one or
more the independent variables. Regression model have a number of
uses that the model provides a description of the major features of the
data set, the equation relating the dependent variable to the independent
variables produced from the regression analysis provides estimates of
the dependent variable for values of the independent variables are not
observed in the study, and in some applications of the regression
analysis, the researcher is seeking a model which can accurately
estimate the values of a variable that is difficult or expensive to measure
the independent variables that inexpensive to measure and obtain.

We would like to write an equation in the linear regression as
shown in (1)

y=a+bx

(€Y
The equation in (1) stated that y as a linear function of x and a, b are
constant.0

To begin the linear regression analysis, we present description of
variables and types of data as in table 1.

Table 1. Variables and types of data to analyze linear regression

Variables Number Type of Data
of
Lecturer Logistic Linear

Lecturer Age 220 Continuous Continuous

Department 201 Continuous Continuous
Assessment

Student 201 Continuous Continuous
Assessment

LPI 220 Category Continuous
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Furthermore, we analyze the relationship between the lecturer
age and the LPI, the department assessment and the LPI, the student
assessment and the LPI resulting the linear regression model
respectively are

y =3,182+0,001X

@
y =6,623+0,250X @
y =6,623 +0,250X @

The significance analysis of the linear regression results as in
equation (2), (3), and (4) showed that the regression model in equation
(2) is not significant by p-value 0.765, equation (3) is significant by p-
value <0.001, and equation (4) is also significant by p-value <0.001.
The significance results are the same for the logistic regression analysis
as previous research by Mutijah (2018).

3 ONE-WAY ANOVA ON THE LPI OF IAIN PURWOKERTO

In this research, analysis of variance (ANOVA) concern the
interest of comparison of treatment means where the focus is on the
evaluation of the effects of two or more independent variables on a
dependent variable rather than on comparison of treatment means as in
designs. Particular attention is given to focus on either comparison of
treatment means or examination of the effects of the dependent variable.

Beginner to analyze the data using one-way ANOVA, we
present types of data of the lecturer category and the assessment
component as in table 2.

Table 2. Variables the lecturer category, the assessment component,
and the data types of the LPI

Variables Category Coding  Number The Data
of Type of
Lecturer the LPI
Lecturer SCA 1 131 Continuous
Category
NSCA 2 50 Continuous
EL 3 39 Continuous
Department 1 201 Continuous
Assessment
Assessment
Component Student 2 201 Continuous
Assessment

Based on table 2, we analyze the average or mean among the
lecturer category and the assessment component by one-way ANOVA.
Relating with this, we determine that the mean among the lecturer
category and among the assessment component is the same so we stated
that there is relationship and vice versa.

The analysis of the lecturer category by one-way ANOVA result
that it is significant by p-value 0,002. It means that the mean of the LPI
among the category of SCA, NSCA, and EL are not the same, it also
means between the lecturer category and LPI is no the relationship. This
is contrary in previous research using the analysis of the logistic
regression by Mutijah (2018).

The analysis of the assessment component by one-way ANOVA
result that it is not significant by p-value 1,00. It means that the mean of
the LPI between the department and student assessment are the same so
this means that there is relationship. This result will be compared with
the analysis using the logistic regression which the department and
student assessment are analyzed together related by the LPI in fine and
no fine category. This analysis has been done by Mutijah (2018).
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As for the specific form of the logistic regression model use as
below

®)
with n(x) = E(Y|x) represent the conditional mean of Y given x when
the logistic distribution is used.

A transformation of m(x) that is central to study the logistic
regression is the logit transformation. This transformation is defined in
terms of n(x) as

7(X)
1-7(X)

g(x):ln( J:ﬂo +ﬂ1X (6)

The importance of this transformation is that g(x) has many of the
desirable properties of a linear regression model as in (6).

To begin the logistic regression analysis, we present the data as
in table 3.

Table 3. The data to analyze the logistic regression

Variables Category Coding

SCA 1

Lecturer Category NSCA 2

EL 3

Assessment Department 1
Component Assessment

Student Assessment 2

LPI No Fine 0

Fine 1

The results of analysis of the logistic regression from the data in
table 3 are obtained the analysis of result is not significance by p-value
0,872. It means that there is no relationship between assessment
component and LPI. This is also contrary with one-way ANOVA.
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4 CONCLUSIONS

Based on the above description, it can be concluded that

1. The significance of the analysis results using the linear regression
equal to the logistic regression. The results of this analysis illustrate
that there is not a relationship between the lecturer ages and the
Lecturer Performance Index (LPI), there is relationship between the
department assessment and the Lecturer Performance Index (LPI),
and there is also the relationship between the student assessment and
the Lecturer Performance Index (LPI) in the IAIN Purwokerto.

. The significance of the analysis results by one-way ANOVA shows
that there is no relationship between the lecturer category and the
Lecturer Performance Index (LPI) and this is contrary with the
analysis by the logistic regression in Mutijah (2018), and there is a
relationship between the assessment components and the Lecturer
Performance Index (LPI) with a note that in one-way ANOVA if
among the treatment means are the same then it is determined that
there is a relationship. The two of the significance analyzed by one-
way ANOVA are contrary to the results of the analysis by the logistic
regression.
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ABSTRACT

One of the attractively of nonlinear partial differential equations (NPDES) is exploration the solutions of them. In this work, the simple equation
method and the Riccati equation combine to predicate the exact traveling wave solutions of Estevez-Mansfield-Clarkson (EMC) equation which
studies the pattern of liquid drops. This method transforms the EMC equation to the ordinary differential equation and defines the solutions in the
Riccati equation form. Finally, the solutions of EMC equation are explored.

Keywords: Estevez-Mansfield-Clarkson equation; Nonlinear partial differential equations; Traveling wave solution; Simple equation method

1 INTRODUCTION

The one of special field which has very important in physics is
NPDEs. The NPDEs were applied in optical fibers, plasma waves,
plasma physics, chemical kinetics, capillary-gravity waves and
geochemistry phenomena (Shakeel & Mohyud-Din, 2015; Krisnangkura
etal., 2012).

We can solve the NPDEs for finding the exact solutions by many
strong methods such as exp-function method (Biazar & Ayati, 2012;
Ravi et al. , 2017), G/G-expansion method (Wang et al., 2008; Taha &
Noorani, 2014; Shakeel & Mohyud-Din, 2015; Islam et al., 2017), F-
expansion method (Islam et al., 2014; Islam et al., 2017), tanh method
(Wazwaz, 2005; Krisnangkura et al., 2012; Bibi & Mohyud-Din, 2014),
modified extended tanh method (Elwakil et al., 2002; Yang & Hon,
2006; Taghizadeh & Mirzazadeh, 2010; Taghizadeh & Mirzazadeh,
2011), tanh-coth method (Bekir & Cevikel, 2011; Kudryashov &
Shilnikov, 2012; Kumar & Pankaj, 2015), sine-cosine method (Bibi &
Mohyud-Din, 2014; Raslan et al., 2017), Jacobi elliptic function method
(Alli, 2011; Wang & Xiang, 2013), homogeneous balance method
(Eslami et al., 2014), modified simple equation method (Khater et al.,
2017), and so on. In 2005, the simple equation (SE) method was
introduced to solve the exact solutions of NPDEs by Kudryashov
(2005). In recent year, this method has been used to explore the exact
solution of NPDEs for many researches as finding the exact solution of
the Sharma-Tasso-Olver and the Burgers-Huxley equations by
Kudryashov and Loguinova (2008) and solving for the exact solutions
of Kodomtsev-Petviashvili (KP) equation, the (2+1)-dimensional
breaking soliton equation and the modified generalized Vakhnenko
equation by Nofal (2016).

Estevez, Mansfield and Clarkson (1997) introduced one of
NPDEs which consider the patterns of liquid drop, Estevez-Mansfield-
Clarkson (EMC) equation. The EMC equation is the fourth order
NPDEs, may be shown as

U, + AU, +Au U, +U, =0,

@

where u=u(x,y,t) and A is constant. Therefore, we want to find the

exact traveling wave solutions of the EMC equation by the SE method.

The research objective is applied the simple equation method
with Riccati equation to solve the new exact traveling wave solutions of
the forth order nonlinear EMC equation (1).

The structure of this paper can be shown as the following. In
section 2, the simple equation method with Riccati equation is used to
explore the new exact traveling wave solutions of the fourth order
nonlinear EMC equation. Section 3, the 3D exact traveling wave
solutions graphs of EMC equation is discussed. The conclusion is stated
in the last section.
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2 SOLVING THE EMC EQUATION BY THE SIMPLE
EQUATION METHOD WITH RICCATI EQUATION

Given the EMC equation (1):

U, +Auu, +Au U, +u, =0, 2
where u=u(x,y,t) and 4 isconstant.

Step1: Reducing equation (2) by using the wave transformation (Nofal,
2016) u(x, y,t)=U (<), ¢ =x+y—ct, where ¢ is wave velocity
constant. We get

4 2 2
QU 00 dU L dY @
dg dg dg®  dg
Integrating equation (3) with zero constant yields,
3 2
AU (du) v @
dg dg dg

Step2: Applying the SE method (Nofal, 2016), the solution of equation
(4) may be defined as,

U)=>as'©) ®)
The term S(¢) satisfied the Riccati equation,
S'(¢)=as*()+ 4. (6)

where @, are real constants, 8, #0 and «, 8 are nonzero constants.

Thus solutions of the equation (6) are described in two cases (Nofal,
2016):

Case 1: aff <0,
S(§)=—@tanh(\/7¢—%j,go>o,u=ﬂ. @

Case 2: a3 >0,
sg):@tan(ﬁ(mgo)),;o is a constant. ®)
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Step3: Balancing (Nofal, 2016) the highest derivative term and the

3 2
nonlinear term in equation (4) as (ii(;' and (?TLCJ] , respectively. We
get N+3=2N+2 so N =1. Thus, equation (5) permuted to be
U() =2, +aS(S). 9)
Differentiating equation (9), this yields
U'(Q)=aas*(¢)+ap, (10)
U"($) =28,a°S*(£) +2a,035(S), (11)
U"() =6a,a°s" () +8aa” fS* () + 208", (12)
Step4: Substituting equations (10) and (12) into equation (4),
~6a,a’s*({) ~8a,a’ fS*({) — 28,03 — Aa’a’S*({)
—24a’efS* () - A8’ +caaS? () +ca B =0. (13)

The terms of the power of S'(¢) are collected, setting the coefficient to
be zero (Nofal, 2016), we obtain

S°(¢): —2a0f’ —ia’p’ +ca =0, (14)
S*(¢): -8aa’f—24a°af+caa =0, (15)
S4(¢): -6a,c’ —Aa’a’ =0. (16)
Solving the system of equations (14) - (16), we gets

a = _67(1 ,c=—4ap. @

Substituting equations (7), (8) and (17) into equation (9), the solutions
of the EMC equation may be considered as,

Case 1: aff <0,
u(x,y,t):ao+@tanh(ﬁ(x+y+4aﬁt)—%} (18)
where ¢, >0,0=+1.
Case 2: o3>0,
u(x, y,t):ao—@taﬂ(ﬁ(x+y+4aﬁt+§o)), (19)

where ¢, is a constant.

3. RESULTS

Consider the first exact traveling wave solutions case of the EMC
equation,

u(x,y,t)=a, +@taﬂh(m(x+ y+4aﬂt)—M),

2

where ¢, >0,0==1.
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Setting parameters a,=0,a=1,=-1LA=Lv=-1{,=2,
—20<x<20,-20<y<20 and t=0,2,4,6, the graph shows the kink
wave solutions as Figure 1.

Figure 1: The kink wave solutions of the EMC equation in case 1

For the second exact traveling wave solutions case of the EMC
equation,

u(x y,t) = a, —ﬁmn(xﬁﬁ(wr y+4aﬁt+§0)),

where ¢, is a constant.

The traveling wave solutions is periodic wave when we set a, =0,
a=13=11=1¢,=2,-20<x<20,-20<y<20 and t=0,2,4,6
and the 3D graph shows as Figure 2.

Figure 2: The periodic wave solutions of the EMC equation in case 2

In summary, the EMC equation was solved by the simple
equation method with Riccati equation, we got the exact traveling wave
solutions in the form of kink and periodic wave.

4. CONCLUSIONS

The simple equation method is applied to solve the EMC
equation. By suppose the transformation variable ¢, this yields the

EMC equation reduced to be an ODE. The solution may be defined in
equations (5) and (6). Taking balancing and solving some algebraic
system, the solutions of the EMC equation are achieved in equations
(18) and (19). The graphs of equations (18) and (19) with parameters
are shown in Figure 1 and Figure 2, respectively.
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ABSTRACT

This paper, mainly focuses on the fractional Black-Scholes-Schrodinger equation for the option price in financial problems which is solved by using a
numerical technique. The meshless local Petrov-Galerkin (MLPG) method is applied for spatial discretization. The approximation of time fractional
derivative is interpreted in the Caputo’s sense by a simple quadrature formula. In MLPG method, the moving kriging interpolation is applied to
constructing shape function. The Kronecker delta function is chosen to be the test function for simplifying the equation. A numerical solution is
compared with the semi-classical solution in case of fractional order approach to 1 to verify the results. The results can be concluded that the option

prices from MLPG method satisfy with the semi-classical solution.

Keywords: Black-Scholes-Schrodinger equation; fractional model; meshless local Petrov-Galerkin (MLPG) method; option pricing

1 INTRODUCTION

The Black-Scholes equation (Black & Scholes, 1973) is the
famous financial model for analyzing of option pricing. One of key
assumption of Black—Scholes model has no-arbitrage. In the fact,
arbitrage exists in real financial market. The classical Black-Scholes
model is extended for arbitrage possibilities by Contreras et al. (2010).
The Black-Scholes equation can be interpreted from quantum
mechanics’s view point in senses of imaginary time Schrodinger
equation of a free particle. The Black-Scholes-Schrodinger equation
based on arbitrage possibilities is proposed by Contreras, Pellicer et al.
(2010). The semi-classical method is applied for the solution of this
Black-Scholes-Schrodinger equation.

In recent decades, fractional derivatives have more interested
from researchers because it’s appearance and various application in
engineering and practical science. Many problems in biology,
chemistry, physics, mechanics and engineering are transformed in term
of fractional differential and integral equations such as diffusion-
reaction processes, electrochemistry, financial, and biological system
etc. Fractional derivative can be described some occurrence that integer
order cannot including financial market. There are several definitions
for transforming the notation of differentiation to fractional order. The
famous definition such as Grunwald-Letnikov’s, Riemann-Liouville’s,
Caputo’s definitions and etc. Each of these definitions also has both
advantages and disadvantages. During the last decades, there are many
researchers studied the numerical method for solving the fractional
Black-Scholes model (Cen et al., 2018; Song & Wang, 2013; Zhang et
al., 2016). As mentioned previously, all researches used finite difference
method (FDM) for solving the fractional Black-Scholes equation.
Solving FDEs by FDM requires the mesh generation, which appears to
be computationally costly (Thamareerat et al., 2017). In this paper, the
meshless local Petrov-Galerkin (MLPG) method is introduced for
solving the fractional Black-Scholes-Schrodinger equation. Some
advantages of MLPG method are the flexibility and simplicity of
placing nodes at arbitrary locations compared to the FDM.

The purpose of this paper is to develop numerical algorithm for
approximating numerical solutions of fractional Black-Scholes-
Schrodinger equation. The meshless local Petrov-Galerkin (MLPG)
method is applied for space approximation. The approximation of time
fractional derivative is interpreted in the Caputo’s senses by a simple
quadrature formula. The numerical solution is compared with the semi-
classical solution in case of fractional order approach to 1 to verify the
results.
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2 PROBLEM FORMULATION

The Black-Scholes-Schrodinger equation is financial model used
for analyzing option price in real financial market. This equation is
interpreting the Black-Scholes equation with arbitrage possibilities in
quantum mechanic’s view point in the senses of Schrodinger equation.
Fractional derivative is used in financial market to describe the
probability of log-price, which is a useful to specify the variability in
price (Phaochoo et al., 2016). Some occurrence of the Black-Scholes-
Schrodinger equation is not satisfied with real financial market. Thus,
the fractional Black-Scholes-Schrodinger equation is one of choice for
description an occurrence that exists in financial market. The fractional
Black-Scholes-Schrodinger equation is following:

Y(x,t) , 0%(x, t) P(x,t)
ata 7 oz +"(x’t)< ox

1

2

-l t)) =0, (O

with (x,t) e Rx[0,T] , where (x,t) is wave function which
represents the movement of particle at time t, x is space variable which
represents position of particle, t is time variable, ¢ is the variation,
v(x, t) represent velocity of particle at time t and « is fractional order,
0<a<1. The time fractional derivative presented herein from
Caputo’s viewpoint is defined by

0% P(x, t) B 1 J’E oW(x,T)
ot T T(1—a) o Ot (

t—1)%dr, )
where T'(-)denotes the gamma function. In the case of a =1, Eq. (1)
reduce to the original Black-Scholes-Schrodinger equation.

3 SPATIAL DISCRETIZATION

The meshless local Petrov-Galerkin (MLPG) method is used for
space approximation. The procedures in MLPG method are described in
detail. First, there are creating the local weak form over local sub-
domain, Q& which is a small region taken for each node x; in the global
domain, Q € R. Multiplying test functions, w;(x) for both side of the
fractional Black-Scholes-Schrodinger equation and integrating over a
local sub-domain which associate with the point x;; i =1,2,...,N,
where N is the number of nodes surrounding point x.

Y (x, t)
J;lé (T) w,(x)dQ
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1

— 20

,0%9(x, 1)
dx?

J’ | w0 (Wl(x t)
of

where Q is a local sub-domain which associates with the point x;, and
w;(x) is a test function that has significant for each node. Second,
substituting the trial function, ¥"(x, t) = X\, ¢; 0);(t) for y(x, 1)
into the local weak form Eq. (3) and rearranging as following

aaw,(t)

f ¢; Cowo 2 g

N
1 ~
= _Eazjzl:f% Bjxx (Ow () P (£)dQ
N
_Zf v(x, )¢ () w; (x) §;(£)dQ
=1

N
+Zf v(x, ;) w;(x) P;(DdQ ;i=1,..,N )
=170
where ¢;(x) is the shape function which is constructed by moving
kriging interpolation (Yimnak & Luadsong, 2014), 1;(t) is value of 3
for position x; at time, t, ¢; () = a¢,() and ¢ ., () = ¢ "”() Finally,

the Kronecker delta function is chosen as the test functlon |n each sub-
domain:

0, XFEx
1, x=x;’

w;(x) = {

Substituting the test function into Eq. (4) and integrate over sub-domain
as following

N g
;@ ) d (;lzt}a(t)
S 1
- Z [_Eaz¢f""‘(x") —v(x,0) (d),-,x(xi) - ¢j(xi))] ;) (5)

I
=y

J

for i =1,2,..., N. Equation (5) can be written in the matrix form as
following
d“wy
A = BY 6
T 6
where
0, i#j
A=[ay] . Ay =0 = {1, i=j
B =Byl By=—2020m) = 00,0 (¢ () — 6, 0)),
~ 1T ~ ~ ~ 1T
=[] = [P, Doy O]
for i=12,..,N and j=1,2,..,N . Since the moving Kkriging

interpolation has the delta function property. Therefore, A is the identity
matrix. Equation (6) can be written as

d*y

dte
From spatial discretization of fractional Black-Scholes-Schrodinger
equation we obtained the system of ordinary differential equation each

point on the space. Therefore these systems of ODE are still continuous
on time.

= BY. (7

4 TEMPORAL DISCRETIZATION

For positive integer N, let At = L be the step size of time

variable. The nodal points in the time interval [0,T] are given by
t, =nAt,n=0,1,2,..,N. Time fractional derivative with notation

% is the approximation solution of point ¥ (x;, t,) at time level

-yl t))} w;(x)da )
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n. A simple quadrature formula to obtain the discrete approximation of
the time fractional derivative in Caputo’s sense (Murio, 2008) is applied
in here,

dow N . .
—ra = Tt Z (P — i) 4 0 (aD), (8)
j=1
(@ _ C_1)1-a = __1 1 1
where w;" = j17% = (j— 1) and Gy = e e Hence,

‘27 = D(“)lP" + 0(At), and the first-order approximation method for

the computation of Caputo’s fractional derivative is given by

n
DEOW™ = G ) (WA - o)),

9
j=1
Next, substituting Eq. (9) into Eq. (7), it follows that
n
Tt Z W@ (@It — o)) = pyn
j=1
&, Atwla)(q,n Ppn-1)
n
= =Gy Z cu,-(‘“(\v"-f+1 —yni) + BY", (10)
j=2
Forn =1, we get
(Ganc™1 — B)W! = G, 5,0\ VW° (11)
and for n > 2,
(Ga Atw1a)1 B)l]!"
n
= Gy p 0 W = Gy Z @ (Pt — ), (12)

j=2

This paper therefore used the formula in Eq. (11) to approximate at the
time level n = 1 and also Eq. (12) for n > 2.

5 NUMERICAL EXPERIMENT AND RESULTS

Since the fractional Black-Scholes-Schrodinger equation have no
the exact solution, we take an example of Black-Scholes-Schrodinger
equation which has the exact solution. The exact solution of Black-
Scholes-Schrodinger equation is called the semi-classical solution.
Therefore, the numerical solution of proposed method is compared with
the semi-classical solution in case of fractional order, a approach to 1.
In this paper, the example case is obtained from Contreras et al. (2010).
The semi-classical solution in presence of a time dependent arbitrage
bubble f = f(t) can be computed as

(13

1
T (S, t) = m”Bs(ep(t'T)S, t)

where mz5(S,t) is the arbitrage-free Black-Scholes solution for the
specific option with contract ®(S) and p(t, T) is the p factor. The pure

Black—Scholes solution 54 (S, t) is given by
(S, t) = e T O[1 = N(d,(S, )] (14)

where N(x) is the normal distribution function and
S a?
lnE+(r—7)(T—t)
T =0

K is strike price. Contract function, ®(S) is given by

1, 0<S<K
‘D(s)—{ K<S"

d,(S,t) =

(15)

Again, the fractional Black-Scholes-Schrodinger equation is considered
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%P (x, t)
ot*

1

2

oP(x,t)
0x

52 %P(x, t)
dx?

+v(x,t) < —(x, t)) =0 (16)

(x,t) € R x [0, T] with initial and boundary condition as following

1
1, —00<x<an—(r—EaZ)T
Y1) = ) (17)
0, an—<r—Eoz)T<x
llf(xp t) — er(T—t)T[SC (exl-f-(r—%o—z)t, t)
y (18)
w(xN, t) — er(T—t)nSC (exN+(r7a )t, t).
Example
Time step arbitrage bubble case is given by
0, 0<t<T,
@) = [H, T, <t<T, (19)
0, T,<t<T
and p factor is given by
—a)H
(T, —Tl)%, 0<t<T,
1) = — @)H . 20
p ) (Tz_t)%; T1<t<T2 ( )
0, T,<t<T

In this paper, we analyze a binary put option for @ = 0.99, ¢ = 0.5,
r=001,@&a=-06,T,=03,T,=06,T=1and H=0.10. The
numerical results are shown in Figures 1 and 2. Figure 1 shows wave
function solved by MLPG method. From Figure 1, dots on space-x
represent computational nodes. The computational nodes are non-
uniform nodes which is the advantage of MLPG method. In Figures 2,
option price from MLPG method is shown by dots while the semi-
classical solutions are generated by mesh. From Figure 2, we found that
dots are almost on the mesh. It is rather overlapping with mesh.
Therefore, we can conclude that the option prices of fractional Black-
Scholes-Schrodinger equation (in case of @ approach to 1) from MLPG
method satisfy with the semi-classical solution.

Wave funclicn by MLPG method

Figure 1: The wave function is solved by MLPG method.

Qoticn price by MLPG methed (dot), and semi-classical method {mesh)

Figure 2: The option price is solved by MLPG method and
semi-classical method.
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6 CONCLUSIONS

In this paper, the meshless local Petrov-Galerkin (MLPG)
method is employed to approximate the solution of fractional Black-
Scholes-Schrodinger equation. The Kronecker delta function is chosen
as the test function in each sub-domain for simplifying the equation.
The effective moving kriging interpolation is applied for constructing
nodal shape function. The approximation of time fractional derivative is
interpreted in the Caputo’s sense by quadrature formula. The numerical
solution is compared with the semi-classical solution in case of
fractional order approach to 1. The results show that the option prices
from MLPG method satisfy with the semi-classical solution. In
conclusion, the MLPG method is a new numerical technique for solving
the fractional Black-Scholes-Schrodinger equation.
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ABSTRACT

The solutions of nonlinear partial differential equations are challenged and charmed. In this research, the new solitary wave solutions of (2 + 1)
dimensional Chaffee-Infante equation are demonstrated by the Modified Simple Equation (MSE) method. This equation is transformed to the series
solution form and solved some algebraic system. The new solitary wave solutions of Chaffee-Infante equation are achieved.

Keywords: Chaffee-Infante equation; Modified Simple Equation method; Nonlinear partial differential equation; Solitary wave solutions

1 INTRODUCTION

The nonlinear evolution equations have the important role in
nonlinear mathematical and physical science. The traveling wave
solutions may well describe the physical phenomena such as vibration,
solitons and propogation. There are many several approaches for
considering the solitary wave solutions of Nonlinear Partial Differential
Equations (NPDEs) such as sine-cosine method (Wazwaz, 2003),
Hirota's method (Hirota, 1971), exp-function method (He & Wu, 2006),
Kudryashov method (Kudryashov, 1988), F-expansion method (Abdel

et al., 2011), hyperbolic tangent method (Malfliet, 1992), (G/G) -

expansion method (Wang et al., 2008), homogeneous balance (HB)
method (Wang, 1995), modified simple equation (MSE) method (Jawad
et al., 2010), canonical-like transformation method (Cheng, 2009) and
trial equation method (Li, 2014).

In 1974, the Chaffee-Infante equation was proposed by Chaffee
& Infante (1974) which is well-known arising in mathematical physics
(Constantin, 1989). The analytical solutions of this equation were
established using Exp-function method by Sakthivel and Chun (2010).
Yuanyuan (2018) applied the canonical-like transformation and trial
equation methods to discover the traveling wave solutions of this
equation. The Geometric structure of the attractor and its bifurcations
under perturbation were studied by this equation (see in Carvalho et al.
(2012)). Hgele (2011) studied this equation for discovering the
metastability. Ricardo (2003) used exact finite-dimensional feedback
control via inertial manifold to apply this equation for studying behavior
of the solutions of dissipative dynamical systems. In this paper, we
consider the (2 + 1) dimensional Chaffee-Infante equation in the
following form

3 -
Uy +(—uXx +au —ozu)X +ou, =0

(@)
where u(x,y,t) is function of variables x,y and t. « and o are

arbitrary constants.

In 2010, (Jawad et al., 2010) proposed MSE method and applied
to find the traveling wave solutions of Fitzhugh-Nagumo equation and
Sharma-Tasso-Olver equation. This method was applied in various
works such as (Khan, & Akbar, 2013; Khan el al., 2013; Khan & Akbar,
2014a, 2014b). In this paper, the new traveling wave solutions of (2+1)
dimensional Chaffee-Infante equation are established using this method.
The examples for 3D surfaces of solitary wave solutions are shown by
assuming some parameter values.

This work consists of four sections. First section is introduction.
The procedure of MSE method is described in Section 2. In Section 3,
the analytical solutions and examples of 3D surface for (1) is
demonstrated by MSE method. Some conclusions are conferred in last
section.

In Section 2, the process of MSE method is briefly described for
using construct the exact solutions of NPDEs.
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2 MSE METHOD

In this section, the process of MSE method (Jawad et al., 2010;
Khan, & Akbar, 2013; Khan el al., 2013; Khan & Akbar, 2014a, 2014b)
for constructing the exact solutions of NPDEs is described.
Step 1 : We start with the general form of NPDEs

F(U,U,,Uy, Uy, Uy U, Uyg,..) =0 @)
where u is the function of x,y and t.
Step 2 : The transformation u(x,y,t)=U(&) where &=x+y—ct is
used to transform (2) to ODE

GU, U, U, U,,..)=0 (3)
where ¢ is nonzero constant of wave velocity.
Step 3 : The solution of (3) may be written in the form
N E i
u(E)-3A(E . @
i=0

where F=F (&) and A are arbitrary constants to be determined.

Step 4 : In order to determine the value N , we replace (3) by (4) for
balancing between the highest order derivative and the nonlinear terms.

Step 5 : Substituting N in previous step into (4) to collect all terms
which have the same power of F and set its to zero, we construct the
system of equations. The values F(&), F'(¢) and A;(i=0,12,....N)
are obtained by solving this system.

Step 6 : Substituting all results in step 5 into (4) where &=x+y—ct to
find the analytical solutions of NPDEs.

The MSE method is applied to solve the (2+1) dimensional
Chaffee-Infante equation (1).

3 SOLUTIONS OF (2+1) DIMENSIONAL CHAFFEE-

INFANTE EQUATION

In Section 3, we start with (1) to transform into the following form
of ODE by using the wave variable £ =x+y—ct where ¢ is nonzero

constant of wave velocity

—cU,, —U,.. +3aU%, —aU, +oU,, =0. (5)
Integrating (5) with zero constant, yields
—U, -U,, +aU’—aU +0U, =0. (6)

The solution of (6) is defined by (4). To determine the value N,
substituting (4) in (6) in order to balancing between the highest order
derivative and the nonlinear terms, this gives N =1. Therefore,

U(E)-A+A(F ) Q
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Differentiating

F* (F'Y
U—A{F—(F”, ®)
E 2 E' 3
{F ] s Z(Fj } ©
:A§+3A3( )+3A3( j (AIFF) (10)
Substituting (7)-(10) into (6), we obtain
—cAl[ " (F) }AI[F'" F'F"+2(F'j }
F
+a[Ao+3A)[A1 Jran(a %) +(a FFH )
faral]eoaZ-(2]]o
Collecting the coefficient of all term of F and set to be zero, this gives
F:ah —ah, =0, (12)
F' —cAF"- AF"+3aA’AF'—aAF '+ aAF"=0, 13)
2:cA (F') +3AF 'F'+3aA A (F)Y —oA(F')Y =0,  (14)
F2:2A(F )Y +aA(F) =0 (15)
Solving the system (12)-(15), we get three cases
Case 1 : A =0, A :i\/z F(&)=c +c2§+c3e[a+;7c)§, and
o

3 .
a+——-C &
c-o

F'(¢) =c, +(a+i—cjc3e(
c-o
2 (oot
Case 2 : A =+], A:i\/:, F(&)=c +c,é+ce o) and
o

e . 6a [“ )5
F(§)7cz+(a c 7(”3@_0_}@ .

o8,
Case 3: A=%l, A= +\/7' F(&) = Cl+C§+ce[ c—3~[ﬂfrr)’ and

6 [‘H%)i
F'(¢)=c,+ —C—————|C.e c3\2a-a )"
&) =c, (a c_3 //=2a70'j 3

Therefore the exact solutions of (1) are obtained by substituting all
results of Cases 1, 2, 3and &=x+y—ct into (7)

¢ 6a
c+3\2a-o

Casel:
(a-t—ifc)(x-t-yfc()
c2+(a+c —che ind
-0
ul(X’ y’t) =7 . (aé,c)(x+y,m) ' (16)
G +C(X+y—ct)+ce' °7
Case 2 :
u, (X, v, 1)
6a
c,+ (a c—— %% ]Cae( c+3 @’”](HHI)

—y 1+\/§ c+3\}2a—0'( . . (17)

(24 a-c-——%|(x+y-ct)

C +C, (X +y—ct)+ce “*3“/27"’] ’
Case 3:
Uy (X, Y, 1)
6a
a- (x+y—ct)

R e
_, 1_\F c-32a - 19

o (x+y—ct)

—0—67,0[7
¢ +C,(x+ y—ct)+03e[ °’3‘/27"’J

where ¢ #0 and o are arbitrary constantsand y =+1.
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The graph of exact solutions for case 1, 2 and 3 with some parameters
are shown in the Figure 1, 2, and 3 respectively.

Figure 1 : Example of solitary wave solution u, of (2+1) dimensional

Chaffee-Infante equation with » =1, =05, =05, c=1 ¢ =0,

c,=1 ¢;=1, -5<x<5 -5<y<bandt=0,2,4,6_810.

o ez [

Figure 2 : Example of solitary wave solution u, of (2+1) dimensional
Chaffee-Infante equation with y =1, =05, =05, c=1 ¢ =0,

¢,=1 ¢,=1 -5<x<5 -5<y<5and t=0,24,6,810.

Figure 3 : Example of solitary wave solution u, of (2+1) dimensional
Chaffee-Infante equation with » =1, =05, =05, c=1 ¢ =0,

¢,=1 ¢,=1 -5<x<5 -5<y<5andt=0,2,4,6,810.

4 CONCLUSION AND FUTURE WORK

The solution of (2+1) dimensional Chaffee-Infante equation (1)
are explored by the MSE method. These change equation to an ODE
(6). Suppose the solution of (6) in the form (4) and talking balancing to
obtain (7). Replacing (7) and its derivatives, the system of (12)-(15) are
reached. Then, the solutions of (1) are (16)-(18). The MSE method
shows that this method is effective for solving the (2+1) dimensional
Chaffee-Infante equation.
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ABSTRACT

The aim of this study is to propose a new modified boxplot for outlier detection based on symmetry and skewed data which is called the MK boxplot.
This MK boxplot is modified from Kimber’s boxplot by using the ratio of lower split interquartile range and upper split interquartile range into the
fences of the boxplot. The performance of the boxplot is evaluated by the mean percentage of detected outliers in three cases of simulated data
(truncated, uncontaminated and contaminated data) and real data. Furthermore, the existing boxplots for outlier detection are used to make a
comparison with the MK boxplot as well. The results from simulated data show that the MK boxplot performs well for symmetric and skewed data
when sample size is greater than 30. However, the MK boxplot has better performance than the others for skewed data. Moreover, when the MK
boxplot is applied to the real data, it efficiently detects outliers as the shape of real data.

Keywords: boxplot; detection outlier; skewed distribution; split interquartile range

1 INTRODUCTION

Outlier is an observation which is inconsistent with or deviate
from the majority of the data. It is very large or very small when it is
compared with the other observations in the data set. Outlier might
occur from incorrect measurements, including data entry errors, or
different population. Outlier may has a negative influence on the data
analysis, e.g. outlier goes against the normality of data, increases in
variance and reduces the power of statistical tests. Therefore, outlier
detection method is considered as an important step of management data
before analyzing the data. The traditional method for outlier detection is
the boxplot, which was proposed by Tukey (1977). The outliers are
labeled by the observations outside the interval called the fence,

[Q, —15IQR,Q, +1.5IQR] where Q, and Q, stands for the first

and the third quartiles, respectively and IQR stands for the interquartile
range.

Unfortunately, several researchers have reported that the Tukey’s
boxplot is only effective for symmetric data. In contrast, the number of
observations was marked as potential outliers were immoderate for
skewed data. (Hubert & Vandervieren, 2008) Generally, some of the
marked observations were presumed to occur naturally in skewed data
rather than the real outliers. For instance, when considering Tukey’s
boxplot with standard normal distribution, the lower and upper fence
covers 99.3% of all observations. Hence, only 0.7% or 0.35% in each
side of the data were outside the upper or lower fences and were labeled
as outliers. When applying Tukey’s boxplot to data for right skewed
distribution such as a chi-squared distribution with one degree of
freedom, percentage of data which were outside the upper fence was up
to 7.56% of the data. In order to improve the performance of boxplot,
many researchers have attempted to modify boxplot for applying with
skewed data. Kimber (1990) proposed the fences of boxplot for skewed
data by using the lower and upper parts of the interquartile range that
was split at the median, called the split interquartile range (SIQR)
instead of using IQR. Carling (2000) replaced the first and third
quartiles in fences of Tukey (1977) by the median and suggested that
the constant 1.5 in fences was not fixed since it depended on sample
size. He also proposed the reasonable constant was 2.3 for obtaining a
percentage of an outlier which was less affected by the sample size.
Barnett & Cohen (2000) proposed the modified boxplot based on
lognormal distribution to solve problems of right censoring and high
skewness in lifetime data. Hubert & Vandervieren (2008) proposed the
adjusted boxplot by using a robust measure of skewness, namely a
medcouple (MC) which was introduced by Brys et al. (2004). They also
used the families of skewed distributions for choosing the appropriate
constant to insert into exponential terms of fences for efficient applying
with skewed data. Walker & Chakraborti (2013) extended the fences of
Tukey (1977) and used the concept of splitting interquartile range of
Kimber (1990) to insert the ratios of split interquartile range into the
fences for applying to skewed data. Adil & Irshad (2015) proposed the
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modified boxplot by adjusting the boxplot of Hubert & Vandervieren
(2008) for solving extreme fences problem by incorporating a moment
coefficient of skewness to construct lower and upper fence instead of
using a constant. Babura et al. (2016) extended the adjusted boxplot of
Hubert & Vandervieren (2008) by using the Bowley coefficient which is
a robust measure of skewness and estimated the constant on lower and
upper fences which were found by simulating an extreme data from
Generalized Extreme Value Distribution (GEV).

In this study, we propose the modified boxplot by using the ratio
of split interquartile range for constructing the proper fences, which is
called the MK boxplot. The MK boxplot improve the performance of
detection outliers with any data regardless of the distributions. For
evaluation, simulated and real data are used in various situations and
then the three existing boxplots for outlier detection, namely Tukey’s
boxplot, Kimber’s boxplot and Hubert’s boxplot are used to make a
comparison with the MK boxplot as well.

2 METHODS

In this study, the MK boxplot is modified from Kimber’s boxplot
(1990) by using the ratio of lower split interquartile range and upper
split interquartile range into the fences of the boxplot. The performance
measure and the processes of evaluation the MK boxplot based on
simulation study and real data are obtained. The details are explained as
follows.

2.1 Fences of boxplot modification

The MK boxplot is modified from boxplot which was proposed
by Kimber (1990), the lower and upper fences for detecting outliers of
Kimber’s boxplot was defined as

[Q, ~15(2SIQR, ) , Q, +1.5(2SIQR,)] ()

where Q, and Q, are the first and third quartile, respectively,
SIQR, is a lower split interquartile range (Q, - Q,),

SIQR |, is an upper split interquartile range (Q, - Q,) .
The proposed fences of a boxplot are constructed by modifying
SIQR. Generally, SIQR  and SIQR, are equal for symmetric

distribution but not true for skewed distribution. SIQR , is larger than
SIQR, for right skewed distribution. In contrast, SIQR, is larger than
SIQR,, for left skewed distribution. So, in order to receive the flexible
fences as the skewness of the data, we use the ratio of SIQR,, and

SIQR, that could be more of a measured spread of the data than the
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distance like IQR or SIQR for inserting into the both fences. The
proposed fence of the MK boxplot is given by

SIQR

L

SIQR_

SIQR

SIQR_

Q -15(2SIQR ) . Q, +15(2SIQR ) 0)

where Q, and Q, are the firstand third quartile, respectively,
SIQR, is a lower split interquartile range (Q, - Q,),
SIQR|, is an upper split interquartile range (Q, - Q,) -

2.2 Evaluation
2.2.1 Simulated data

To compare the MK boxplot with the existing boxplots, namely
Tukey’s boxplot, Kimber’s boxplot and Hubert’s boxplot, we use the
mean percentage of detected outliers for three cases of simulated data,
i.e. truncated, uncontaminated and contaminated data. In the comparison
study, standard normal distribution is selected as symmetric data, chi-

squared distribution and F distribution are selected as skewed data. le ,
F(10,10) and F(90,10) are moderate skewed, since the coefficient of

skewness is less than 0.6, and st ;(120, ;(220 F(10,90) and F(90,90) are

mildly skewed, since the coefficient of skewness is around 0. The
simulation study of each case has the following steps.

Case I: Truncated data

Step1 The data from N(0,1), ;(f, ,1’;, 1220 , F(90,90) and

F(10,10) with sample size 10(10)200, 250(50)500 and 600(100)1000 are
generated.

Step 2 In each distribution, the lower and upper fences of each
boxplot are computed.

Step 3 The data from step 1 are trimmed by 40% (i.e. 20% on
both sides).

Step4 In each boxplot, a number of outliers which are
observations from data in step 3 that fall outside the fences are recorded.

We repeat step 1 to 4 for 1000 iterations.

Step 5 The mean of detected outliers from step 4 is computed
by
numberof detected outliers

meanof detected outliers=
1000

Step 6 The mean percentage of detected outliers of each sample
size is computed by

meanof detected outliers

meanpercentageof detectedoutliers= x

n
Case Il: Uncontaminated data

Step1 The data from N(0,1), ;512 ;552 ;5120, ;5220 , F(90,10),

F(10,90), F(90,90) and F (10,10) with sample size 10(10)200,
250(50)500 and 600(100)1000 are generated.

Step 2 In each distribution, the lower and upper fences of each
boxplot are computed.
Step3 In each boxplot, a number of outliers which are

observations from data in step 1 that fall outside the fences are recorded.
We repeat step 1 to 3 for 1000 iterations.
Step 4 The mean of detected outliers from step 3 is computed
by

) numberof detected outliers
meanof detected outliers= .

1000
Step 5 The mean percentage of detected outliers of each sample
size is computed by

meanof detected outliers

meanpercentageof detectedoutliers= x 100
n

Case IlI: Contaminated data

Stepl The data from N(O\), 7/, z, 72, » F(90,90) and

F(10,10) with sample size 10, 30, 50, 100, 200, 300, 400, 500 and 1000
are generated.
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Step 2 In each distribution, the lower and upper fences of each
boxplot are computed.

Step 3 The 5% upper and lower tails of the data for standard
normal distribution and 5% only upper tail of the data for chi-squared
and F distributions from step 1, are replaced by the various
contaminators which are multiplied the 5% of tail data by 2, 5 and 10,
respectively.

Step4 In each boxplot, a number of outliers which are
observations from data in step 3 that fall outside the fences are recorded.

We repeat step 1 to 4 for 1000 iterations.

Step5 The mean of detected outliers from step 4 is computed
by
numberof detected outliers

meanof detected outliers=
1000

Step 6 The mean percentage of detected outliers of each sample
size is computed by

meanof detected outliers

meanpercentageof detectedoutliers= x 100

n

2.2.2 Real data

In order to show the performance of the MK boxplot and
compare with existing boxplots, we construct histogram and scatter plot
for considering the number of observations which is far from the
majority of the data that may be the potential outliers. After that, we
compute the lower and upper fences of each boxplot for detecting
outliers. The number of detected outliers from each boxplot is compared
with the potential outliers in histogram and scatter plot as well. We use
two real data sets as following.

1) Indian Liver Patient data set (Bendi et al., 2012) contains
Alamine Aminotransferase of 416 liver patients and 167 non liver
patients that was collected from north east of Andhra Pradesh, India.

2) Facebook metrics data set (Moro et al., 2016) contains the
number of people who clicked anywhere in all posts published in the
Facebook's page of 500 worldwide renowned cosmetic brand between
the 1 January 2014 to 31 December of 2014.

2.3 Performance measure

The criterion for considering the acceptable mean percentage of
detected outliers is as follows. For truncated data, the mean percentage
of detected outliers should be about 0% of sample size. For
uncontaminated data, the mean percentage of detected outliers should be
less than 5% of sample size. For contaminated data, the mean
percentage of detected outliers should be about 5% of sample size (the
number of contaminators) which are inserted into data. This criterion is
referred from Hubert & Vandervieren (2008) and Babura et al. (2016).

3
3.1

RESULTS

Truncated data

In this case, 40% of the data are trimmed (i.e. 20% on both side)
so the efficient boxplot should detect 0% outlier. The mean percentages
of detected outliers of truncated symmetric and skewed data were
obtained. The results show that all boxplots detect 0% outlier when
sample size is greater than 30. Hence, all boxplots are the same
efficiency when sample size is greater than 30. Therefore, we can use
any boxplots for outlier detection.

3.2 Uncontaminated data

In this case, the efficient boxplot should detect outlier less than
5% of sample size. (Babura et.al, 2016) The mean percentages of
detected outliers of symmetric and skewed data were obtained. The
results show that when data is symmetric or mildly skewed (N(0,1),

;(52, ;{120, ;{220, F(10,90) and F(90,90)), all boxplots detect outliers less
than 5% of sample size when sample size is greater than 30. However,

when data is moderated skewed ( ;(12 , F(10,10) and F(90,10)), MK

boxplot detect outliers less than 5% of sample size when sample size is
greater than 30 while Tukey’s boxplot and Kimber’s boxplot
immoderately detect outliers over 5% for all sample size. The Mean
percentages of detected outliers from different distributions with sample
size 20, 30, 50, 100, 500 and 1000 are illustrated in Figure 1.
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Figure 1: Mean percentages of detected outliers from different
distributions.

Figure 1 clearly shows that when data is symmetric or mildly
skewed, we can use any boxplots for outlier detection. However, when
data is skewed, the MK boxplot shows better performance than the
existing boxplots. We give a preference to MK boxplot when sample
size is greater than 30.

3.3 Contaminated data

In this case, the 5% lower and upper tails of the standard normal
distribution, and only 5% upper tail of the chi-squared and F
distributions are replaced by the various contaminators which are
multiplied the 5% of tail data by 2, 5 and 10, respectively. The efficient
boxplot should detect outliers is about 5% of sample size (the number of
contaminators) which are inserted into data set. The mean percentages
of detected outliers of different symmetric and skewed data were
obtained. The results show that when data is symmetric or mildly

skewed (N(O,1), z.,z., and F(90,90)) for all cases of the

contaminators, all boxplots detect outliers close to 5% of sample size as
the number of contaminators when sample size 200, 300, 400, 500 and
1000. Hence, boxplots are the same efficiency for symmetric data.
Therefore, we can use any boxplots for outlier detection. However,

when data is moderated skewed ( ;{f and F (10,10)) for all cases of

contaminators. The MK boxplot detect outliers close to 5% of sample
size as the number of contaminators than the other boxplots when
sample size is greater than 30. Moreover, the MK boxplot succeeds in
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detecting 5% outliers for all distributions when sample size 200, 300,
400, 500 and 1000 while other boxplots fail in detecting outliers for all
sample size. The results with sample size 50, 100 and 500 are illustrated
in Figures 2-4.
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Figure 2: Mean percentage of detected outliers for 5% of upper tail of
different distributions multiply by various contaminators,
when sample size n = 50.
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Figure 3: Mean percentage of detected outliers for 5% of upper tail of
different distributions multiply by various contaminators,
when sample size n =100
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Figure 4: Mean percentage of detected outliers for 5% of upper tail of
different distributions multiply by various contaminators,
when sample size n = 500

From Figures 2-4, we give a preference to MK boxplot for
detecting outlier in moderate skewed data. For symmetric and mildly
skewed data, we can use any boxplots for outlier detection when sample
size is greater than 30.

3.4 Real data

In this section, the MK boxplot and three existing boxplots are
applied to real data sets. The descriptive statistics such as minimum,

maximum, mean, the first quartile (Q,), the third quartile (Q,),

median, medcouple (MC) which is robust measure of skewness,
histogram and scatter plot are showed for consider the number of
detected outliers from each boxplot is compared with the potential
outliers in histogram and scatter plot as well.

1) Indian Liver Patient data set: we consider the Alamine
Aminotransferase of 416 liver patients and 167 non liver patients from
north east of Andhra Pradesh, India. The descriptive statistics of this
data are showed as follows.

min =10 max =4929 mean=109.91 median =42
Q,=25 Q,=87 MC =0.541
The histogram and the scatter plot of this data are showed in Figure 5.
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Figure 5: Histogram (a) and scatter plot (b) of Indian Liver Patient data

From histogram in Figure 5 (a) and MC value, we obtain that this
data is right skewed distribution and the majority of the data is between
0 and 500. When considering in the histogram, the number of
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observations which is far from the majority of the data is about 24
values. They are may be the potential outliers. After that we compute
the lower and upper fences of each boxplot for detecting outlier, the
results are showed in Table 1 and Figure 6.

Table 1: The lower fences, upper fences of Indian Liver Patient data
according to the four boxplots.

Method [ lower fence, upper fence ]
Tukey [ -68.000, 180.000 ]
Kimber [ -26.000, 222.000 ]
Hubert [ 14.317, 558.327 ]
MK [ 5.733,444.353]
MK 26
Hubert 41
Kimber 54
Tukey 68
‘-Ehm B v T T " T T T oy
-90 420 G930 1440 1950 2460 2970 3480 3990 4500 5010
Aspartate (U/L)

Figure 6: The detection outliers of Tukey, Kimber, Hubert and MK
boxplots of Indian Liver Patient data

From Figure 6, we can see that Tukey’s boxplot, Kimber’s
boxplot and Hubert’s boxplot immoderately detect outliers. Meanwhile,
MK boxplot detect total 26 outliers. When we consider the number of
the potential outliers in histogram, we give a preference to MK boxplot
for properly detect outliers as the shape of real data.

2) Facebook metrics data set: we consider the number of
people who clicked anywhere in all posts in the Facebook's page of 500
worldwide renowned cosmetic brand. The descriptive statistics of this
data are showed as follows.

min=9 max=11328 mean=798.78 median =551.50
Q,=33250 Q,=95550 MC=0.357
The histogram and the scatter plot of this data are showed in Figure 7.
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Figure 7: Histogram (a) and scatter plot (b) of Facebook metrics
data

From the histogram in Figure 7 (a) and MC value, we obtain that
this data is right skewed distribution. When considering in the scatter
plot in Figure 7 (b), we found that the number of observations which is
far from the majority of the data is about 11 values. They are may be the
potential outliers. After that we compute the lower and upper fences of
each boxplot, for detecting outlier, the results are showed in Table 2 and
Figure 8.

Table 2: The lower fences, upper fences of Facebook metrics
data according to the four boxplots.

Method [ lower fence, upper fence ]
Tukey [ -602.000, 1890.000 ]
Kimber [ -324.500, 2167.500 ]
Hubert [ 108.457, 3683.002 ]
MK [ -23.646, 3191.336 ]
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Figure 8: The detection outliers of Tukey, Kimber, Hubert and MK
boxplots of Facebook metrics data

From Figure.8, we can see that Tukey’s boxplot, Kimber’s
boxplot and Hubert’s boxplot immoderately detect outliers. MK boxplot
detect 11 outliers. When we considering the number of potential outliers
in histogram and scatterplot, we obtain that MK boxplot properly detect
outliers as the shape of real data than other boxplots.

4 CONCLUSIONS AND DISCUSSIONS

In this study, we propose the modified boxplot, namely MK
boxplot for detecting outliers in symmetric and skewed data. The
performance of the MK boxplot is compared with existing boxplots by
the mean percentage of detected outliers based on simulated and real
data. The efficient boxplots for any sample size and any shape of the
data are showed in Table 3.

Table 3: The efficient boxplots for any shape of the data.

Sample  Symmetric Skewed data
size (n) data Moderate skewed  Mildly skewed
Tukey MK Tukey
n<30 Kimber Kimber
Tukey Tukey
. MK .
Kimber Kimber
n>30 Hubert Hubert Hubert
MK MK

From Table 3, all boxplots are the same efficiency when
sample size is greater than 30 for symmetric and mildly skewed data.
We can use any boxplots for outlier detection. In case of sample size of
data is less than or equal to 30, we give a preference to Tukey’s boxplot
and Kimber’s boxplot. When data is moderated skewed and sample size
is greater than 30, Hubert’s boxplot and MK boxplot are effective than
the others boxplots. However, MK boxplot is the best choice for outlier
detection. Hence, it is effective and easier to compute the fences than
the Hubert’s boxplot as well.
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ABSTRACT

Computer simulated experiments (CSE) have been widely used to investigate complicated physical phenomena, particularly when physical
experiments are not feasible due to limitations of experimental materials. The natures of CSE are time-consuming and the computer codes are
expensive. Therefore, experimental designs and statistical models approaches play a major role in the context of CSE in order to overcome these
problems. Many researchers have attempted to develop various surrogate models to fit the output responses from CSE. The purpose of this paper is to
compare the prediction accuracy of three statistical models namely Kriging model, Radial basis function (RBF) model and Artificial neural network
(ANN) model, respectively. These three models are constructed by using the optimal Latin hypercube designs (OLHD). The prediction accuracy of
each model is validated though non-linear test problems ranging from 2 to 10 input variables and evaluated by the root mean square of error (RMSE)
values. The results show that Guassian RBF model performs well when small dimension of problem with non-complex feature of output response is
considered. Further, Guassian RBF model also provides high prediction accuracy for complex feature of output response with small design runs while
Kriging models are the most accurate model when the design runs become larger. For medium dimensions of problem, Kriging models are suitable
for small design runs while ANN model performs superior over the other models when the design runs are larger. In the case of large dimensions of
problem, the results reveal that Multiquadric RBF model is the best choice to construct a surrogate model for CSE.

Keywords: computer simulated experiments; kriging model; radial basis function; artificial neural network

1 INTRODUCTION Jin et al. (2001) studied the prediction accuracy of four different
. . . . models, polynomial regression, Kriging, MARS and RBF using Latin

_ Computer simulated experiments (CSE) have been practiced in  yypercybe designs. The authors concluded that RBF model was the
various fields such as petroleum engineering, mining industrial and ot accurate model. Simpson et al. (2002) investigated the prediction
applied science to explore the complicated phenomena, especially when accuracy of RSM, RBF and MARS under different types of
physical e_xperlments are impossible due to time, cost or the limitations experimental design. The results revealed that Kriging and RBF were
of experimental units. The examples of CSE are the use of g nerior over a wide range of designs and sample sizes. Hussain et al.
computational fluid dynamics (CFD) model to study the oil mist  (5002) compared the prediction accuracy between polynomial models
separator system in the internal combustion engine, use of finite element 54 varjous forms of basis function of RBF using factorial designs and
model for simulating frontal crashes to develop vehicle structure, a | 4tin hypercube designs. The results revealed that RBF models provide
study of environmental pollutants that affects human health (Fang et al., higher accuracy than polynomial models for all test problems. Fang and
2006) and so on. The nature of output response from CSE is  i5rstemeyer (2006) studied the performance of RBF and RSM and the
deterministic as the same setting of input variables will always provide result showed that RBF models performed better than RSM. Mullur and

the same value of output response.  Hence, replication, blocking and  \jessac (2006) investigated the prediction accuracy among various
randomization that are necessary in physical experiment are irrelevant types of RBF, RSM and Kriging models using different classes of

to CSE (Simpson et al., 2002). The space filling designs such as Latin designs. The results indicated that RBF model was comparable to
hypercube design or uniform design that aim to spread the design points Kriging model. Yosboonruang et al. (2013) compared the prediction
over a region of interests are normally practiced in CSE. Moreover, accuracy among Kriging models, RSM and RBF using optimal Latin
running computer codes are time-consuming and expensive so the hypercube design (OLHD), and two classical designs, Central
construction of approximation model have been developed by many composite design (CCD) and Fractional factorial design (FFD). The
researchers in order to overcome these problems. . . results indicated that RSM performed best when the optimal Latin

Kriging model seems to be the most popular method in modeling hypercube design was used with non-complex problem. In the case of
output response from CSE due to its interpolation property which is complex problem, Kriging models and RBF models were superior over
completely accurate when the untried point is close to the design point RSM. Furthermore, when the classical designs were considered, RBF
(Welch et al., 1992). The drawback of Kriging model is that the model seemed to be the best choice to use. Na-udom and
estimation of all unknown parameters is based on the optimization Rungrattanaubol (2013) compared the performance of Kriging and

method and sometimes fails to get the best set of parameters and hence ANN models. The results showed that ANN performed well and can be
the prediction accuracy of Kriging model becomes worse. Some o4 55 an alternative to Kriging model in some features of problem.

researchers have focused on enhancement of the parameter estimation Vicario et al. (2016) studied the performance of Kriging model and

method for estimating unknown parameters in Kriging model. For  AnN in predicting the response of four-dimensional computational fluid
instance, Welch et al. (1992) proposed an efficient algorithm to estimate dynamics experiments. The results revealed that Kriging model was the

the parameters using the maximum likelihood method. ) most accurate model while ANN provided an acceptable prediction
While Kriging model has received attention in developing the accuracy.

surrogate models, there are many statistical models such as response According to the results from the published works, there is no
surface methodology (RSM), Multivariate adaptive regression splines  ortain conclusion on which statistical model is the best for any specific
(MARS), Radial basis function (RBF) and Artificial neural network — hrop1ems in the context of CSE. Therefore, this paper aims to compare
(ANN) have been adopted to use in the context of CSE. Various  ipe pregiction accuracy between the three modeling methods namely
researchers have attempted to compare the prediction accuracy of Kriging, RBF and ANN models based on two sizes of design runs. The
_statistical models for predicting the output responses from CSE. ) I_:or optimal Latin hypercube designs (OLHD) are used in this study. The
instance, Simpson et al. (2001) compared the performance of Kriging  pregiction accuracy of each model is validated though non-linear test

models and RSM in aerospace engineering application. The results  hr5h ems ranging from 2 to 10 input variables and evaluated by the root
showed that Kriging models were slightly more accurate than RSM.
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mean square of error (RMSE) values. In section 2, we will present the
research method which consists of details of the three statistical models
and test problems. The results will be described in section 3 and the
conclusions will be presented in the section 4, respectively.

2 METHODS

In this section, we describe details of three statistical models,
Kriging, RBF and ANN, and model validation.

2.1 Kriging Model

Kriging model has been originally used in mining engineering
and geostatistics (Cressie, 1993). The model has received attention in
applications of computer simulated experiments due to its interpolation
property. Sacks et al. (1989) adopted Kriging model for CSE and the
mathematical form of this model can be expressed as,

d
¥ =D Bif0) + 2() ®
=1

where y is the response, g; is the parameter of polynomial function,
f;(x) is the polynomial function of input variable j = 1, ...,d and Z(x)
is stochastic process.

The form of Kriging model is based on the idea that the output
response can be modeled as the combination of a polynomial function
of input variables and a realization of stochastic process, Z(x), with
zero mean and a form of correlation function given by

Cov[Z(x),Z(x;)] = 0*R(x1, %)) @)

where ¢? is the process variance and R is the correlation between two
design points x; and x;.

A variety of correlation functions were proposed for Kriging
model. The Guassian form is the most popular form and can be written
as,

d
R(x;,x;) = 1_[ exp (—9,|x§l) - x}l)|p) ®)
=1

where 6; > 0 and 0 < p < 2. In this study, we set p = 2.

The polynomial function part in equation (1) can be replaced by a
constant vector of 1 as the prediction accuracy of Kriging model will
not be affected (Welch et al.,1992, Sacks et al., 1989). Therefore, the
subsequent Kriging model is written as,

y=Bp+2(x) O

All unknown parameters of the correlation function, 8 can be
estimated by an algorithm based on maximum likelihood estimation
method (MLE) proposed by Welch et al. (1992). The estimators of
parameter, 8 and process variance, o2 can be obtained by maximizing
the log likelihood function as follows,

18R 1(y -1
(y—1p) i vy —1pP) 5)

1
1(B,0%,0) = —3 nlno? + In|R| +

where y is the column vector of length n that contains the true response
at each design point, R is the n X n symmetric matrix of correlation
R(x;xj) for the design points (1 <i,j <n) with ones along the
diagonal.
Given the correlation parameter 6 in equation (3), the generalized
least square estimator of S is,
B =0"R1)"11TR 1y (6)

and the MLE of o2 is
1 A A
6? ==~ 1H)R '~ 14) )

Substituting £ and 62 into the likelihood function in equation (5),
so the problem is to numerically maximize

1
—5 (ning? + In|RI) )

which is a function of only the correlation parameters and the collected
data.
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After all parameters are estimated, the next process is to construct
a predictor, $(x), of y(x) to act as an approximate model for the output
response from computer code. The best linear unbiased predictor
(BLUP) at an untried input x is

9 =F+1TOR Ny - 18) ©)

where r7(x) = [R(xy,x) R(x,,x)]is the vector of correlation
function between n design points and untried input x.

In this study, the unknown correlation parameters are estimated
using the method that enhanced by Na-udom and Rungrattanaubol
(2008).

2.2 Radial Basis Function

Radial basis functions (RBF) were originally developed by Hardy
(1971) to fit irregular topographic contours of geographical data. The
method is normally used for the exact interpolation of data in multi-
dimension problems (Fang and Horstemeyer, 2006), especially when the
number of the observations is large. The method uses linear
combinations of a radially symmetric function based on Euclidean
distance or other distanced such metric to approximate response
functions (Jin et al., 2001). The general form of radial basis functions
model can be expressed as,

¥ = Bigllix—xlD (10)

where n is the number of design runs, x is a vector of input variables, x;
is a vector of input variables at the i® design run, ||x — x;|| is the
Euclidean norm, ¢ is a basis function, and B; is the coefficient for
the i*" basis function. In this study, Gaussian and Multiquadric basis
functions (Fang and Horstemeyer, 2006) presented in Table 1 are used
in order to construct the RBF model.

Table 1: Basis functions for RBF model

Name Symbol Basis function (r = ||x — x;|])
Guassian RBFG o(r) = e 0<c<1
Multiquadric RBFM ¢(r)=+r2+c%2,0<c<1

Replacing x and y(x) in equation (10) with the n vectors of input
variables and corresponding function values leads to the following
equations,

y(x) = Zﬁ,¢(||x1 -x)
=

y(x;) = ;ﬁﬂi’(”xz - x||) 1)

y@) = ) (% — 1)
j=1

The above equations can be written in matrix form as,
y=Fp (12)

where F;; = ¢(||x; —x;||) (. j = 1.2, ..,n), B = [B1 Ba - Bnl” and

y =) y(x) .. y(x,)]"
The least squares estimator of S is

B = (F'F)"'Fy (13)

In order to estimate parameter ¢ in basis functions, we use the
method proposed by Carlson and Foley (1991) and Rippa (1999).

2.3  Artificial Neural Network

Artificial neural network (ANN) is non-parametric approach
which any assumption is not required prior to fit the model. The method
has been applied successfully in various fields such as data mining,
engineering, medicine, finance (Sibanda and Pretorius, 2012) and so on.
ANN is inspired by structure, information processing and learning
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ability of a biological brain which consists of interconnected sets of
neurons.

Figure 1 shows the structure and processing of a real neuron.
Dendrites collect inputs from other neurons to cell body, then combines
the input information and generates a nonlinear response which sent to
other neurons by axon.

Dendrites

Cell Body

Figure 1: Areal neuron (Larous, 2005)

Similarly, the process of a simple artificial neuron model is, input
variable (x;) multiply with weight (w;) associated with the i*" input
variable, then the products are combined by a summation function (})).
The summation point is normally referred as a node, and bias (b) is
given to each node. The output from a node is passed to a transfer
function or an activation function (f) to produce the output response
() as shown in Figure 2.

Figure 2: A simple artificial neuron model
The process of artificial neuron model can be rewritten as
d

y =f<inWi+b>

i=1

(14)

where fis an activation function, w; is the weight of each input variable,
d is the number of input variables and b is the bias of the summation
point or node.
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The most frequently used of activation function is sigmoid
function that can be expressed as,

(15)

fla)= 1+e@
where a is the output from a node.

A structure of ANN has three main layers: input layer, hidden
layer and output layer as shown in Figure 3. The number of hidden
layers and the number of nodes in each hidden layer are both
configurable by user. ANN is completely connected network, every
node in a previous layer is connected to every node in the next layer by
associated weight (Larose, 2005).

| Input layer I | Hidden layer | | Output layer

Figure 3: A structure of ANN

The most popular learning algorithm given to training data is
back propagation. Prediction errors, the difference between the actual
values and output values, are fed back through the network. The weights
on all connections are adjusted in order to reduce the error, using
gradient descent method. The method involves with learning rate and
momentum rate, constant values ranging between zero and 1. Learning
rate affects how large the weight adjustment should be and the
momentum rate influences the adjustment in the current weight to move
along the same direction as previous adjustments.

In this study, we set learning rate, momentum rate, training time,
the number of hidden layers and their nodes in Weka 3.8 to construct
the ANN models.

Table 2: The detail of test problems

Problen d Function
Branin function 2 :(x 51245y —6)2+10(1—i)cos(x)+10 —5<x,<10,0<x, <15
y 2 TRt TN - 1 ) sx=10,0sx; =
Welch function 2 ¥ =[30 + x;sin(x))](4 +e72),0 < xy,x, <5
2Dfunction 2 y =sin(x; + %) + (x; + %) — 1.5%, + 2.5x, +1,-1.5<x, <4,-3<x, <3
3Dfunction 3 ¥ = (x; — x)% + (x5 + x3)%, =10 < x4, %5,x, < 10
Pressure vessel y = 0.6244x,x,x; + 1.778196496% + 3.1661X§X2+19.84X§X1
function A J5<x <150, —1.5< x, < 240, 1 < x, < 1.375, 0.625 < x, < 1
=174.42 (ﬂ)( x3 )0'85 1-2.62{1-0.36(xa/x2)~0561/2 (x4 /)16
y : x5/ \xp—xq XeX7
Cyclone model 7
0.09 < x;,x3,%, < 0.11,0.27 < x, < 0.33,1.35 < x5 < 1.65, 14.4 < x, < 17.6,
0.675 < x, < 0.825
273 (x4 — Xe)
y =
X, 2X7X X,
In(22)[14—57258 4238
X
Borehole function 8 (xl) In (ﬁ) x2xg X5
0.05 < x, < 0.15,100 < x, < 50000, 63070 < x; < 115600, 990 < x, < 1110,
63.1 < x5 < 116,700 < x, < 820,1120 < x, < 1680, 9855 < x4 < 12045
. 3 . 16 . 16 .
9Dfunction 9 y=028285+30, [S+sin((x—1)+sin? (B -1)|-1s6<10=12,..9
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Problen d Function
- 3 . 16 . 16 .
10Dfunction 10 y=3 5t sin (Exi - 1) + sin® (Exi - 1)],—1 <x<1i=12..,10
2.4 Model Validation m 2
. L _ [ZE i =9 17
To implement the prediction accuracy of the models, we generate RMSE = BEe—

OLHD designs using simulated annealing algorithm (SA) under
¢pcriteria (Chantarawong, et al, 2010). The number of dimensions or
input variables (d) is equal to 2,3,4,7,8,9 and 10. Each dimension has
two sizes of design runs (n), small design runs are the number of
parameters in quadratic polynomial model and large design runs are
calculated by equation (16) (Na-udom, 2007) as follow,
d
n=2d+4(2>+1 (16)

Nine non-linear test problems obtained from Hock and
Schittkowski (1981) are used to compare the prediction accuracy among
the three statistical models. The two-dimension problems are classified
into two types, complex problems namely Branin function and Welch
function, and non-complex problem namely 2Dfunction. The details of
all test problems are given in Table 2

After fitting Kriging, RBFG and RBFM model in R program
version 3.4.2 and ANN model in Weka 3.8, the 81, 216 and 625 grid
points are test points for 2, 3 and 4 dimension problems, respectively,
and the 1,000 random test points are used for larger dimensions of
problem. The prediction accuracy of the models is evaluated by RMSE
values as follow,

where m is the number of test points, y; is the real response of the i**
test point and ¥; is the predicting output response from the models for
the it" test point.

Moreover, we calculate percentage improvement (Pl) over
Kriging model that defined as,

Pl = RMSE (Kriging) — RMSE(RBF, ANN)
- RMSE(Kriging)

X 100% (18)

to compare the performance of the models.

3. RESULTS AND DISCUSSIONS

In this section, the prediction accuracy of Kriging, two types of
basis function of RBF and ANN model are compared by RMSE values.
The different OLHD designs are generated for each dimension and
number of design runs. The means, standard deviations of RMSE, and
percentage improvement values over Kriging model are shown in Table
3, 4 and 5 for small, medium and large dimensions of problems,
respectively.

Table 3: RMSE values for small dimensions (2 to 4 input variables)

RMSE
Test problem Model Small design runs Large design runs
Mean S.D. Pl Mean S.D. Pl
Kriging 47.1271 5.2903 31.3229 9.9980
Branin RBFG 45.6944 5.5329 3.0401 31.6707 10.4940 -1.1104
function RBFM 47.5957 5.1250 -0.9943 36.0136 8.3319 -14.9753
ANN 60.4779 1.7443 -28.3393 57.7944 0.6217 -84.5117
Kriging 5.4923 0.8081 3.8542 0.4973
Welch RBFG 5.1697 1.3390 5.8737 4.2097 0.1754 -9.2237
function RBFM 7.7868 1.2069 -41.7767 5.2123 0.1833 -35.2369
ANN 9.0204 0.4977 -64.2372 8.4931 0.1942 -120.3696
Kriging 2.5953 0.1537 2.0243 0.0118
2Dfunction RBFG 1.0280 0.1132 60.3899 1.0470 0.0353 48.2784
RBFM 3.6987 0.1901 -42.5152 2.6945 0.1185 -33.1077
ANN 6.8755 0.8220 -164.9212 7.1676 1.0979 -254.0780
Kriging 26534.58 3374.39 26383.05 2028.55
. RBFG 21999.53 3115.03 17.0911 22924.04 1472.21 13.1107
3Dfunction RBFM 33836.69 2091.95 -27.5192 29550.92 1844.84 -12.0072
ANN 29558.61 12579.78 -11.3966 22565.18 12012.91 14.4709
Pressure Kriging 944.196 252.276 59.657 17.063
vessel RBFG 7938.058 2435.184 -740.7214 12474.46 7191.75 -20810.304
function RBFM 5131.494 425.947 -443.4776 4693.200 192.404 -7766.9729
ANN 1146.302 393.592 -21.4051 1093.946 70.960 -1733.7261

Table 3 presents the RMSE values from statistical models and PI
over Kriging model for small dimensions with two sizes of design runs.
For complex two-dimension test problems, Branin and Welch function,
the results from small design runs show that average RMSE values
obtained from RBFG models are lower than Kriging, RBFM and ANN
models, respectively. Moreover, the Pl values of RBFG are 3.0401%
and 5.8737% for Branin function and Welch function means that RBFG
performs slightly better than Kriging. In the case of large design runs,
Kriging models are seems to perform best which slightly different from
BRBG, Pl of RBFG (Pl = -1.1104% and -9.2237%). When considering
non-complex two-dimension test problem, 2Dfunction, it can be clearly
seen that BRFG models are suitable for both sizes of design runs.
Hence, RBF model with Guassian basis function would be
recommended to use for two-dimension problems with non-complex
feature of output response.

For three-dimension test problem, RMSE value from RBFG
model is lower than other statistical models when the number of design
runs is small. For large design runs, ANN model is the most accurate
model while RBFG provides slightly higher RMSE value.

For four-dimension test problem with two sizes of design run, the
results show that RMSE values obtained from Kriging model are lower
than that of ANN, RBFM and RBFG models. Moreover, the least
standard deviation from Kriging model indicates the consistent
performance of Kriging model. According to the results obtained from
table 3, it could be concluded that RBFG and Kriging are appropriate
for small dimensions problems.
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Table 4: RMSE values for medium dimensions (7 and 8 input variables)
RMSE
Test problem Model Small design runs Large design runs
Mean S.D. Pl Mean S.D. Pl
Kriging 0.0047 0.0006 0.0043 0.0003
Cyclone model RBFG 0.0590 0.0102 -1155.3191 0.0118 0.0021 -174.4186
RBFM 0.0630 0.0072 -1240.4255 0.0528 0.0037 -1127.9070
ANN 0.0103 0.0014 -119.1489 0.0041 0.0006 4.6512
Kriging 0.9489 0.1057 0.8395 0.1398
Borehole RBFG 5.0671 0.3419 -433.9973 2.8965 0.2859 -245.0268
function RBFM 5.5991 0.4146 -490.0622 3.2099 0.1541 -282.3585
ANN 2.0457 0.6200 -115.5865 0.7845 0.0801 6.5515
Table 5: RMSE values for large dimensions (9 and 10 input variables)
RMSE
Test problem Model Small design runs Large design runs
Mean S.D. Pl Mean S.D. Pl
Kriging 0.2745 0.0140 0.2416 0.0058
9Dfunction RBFG 0.3588 0.0265 -30.7104 0.3021 0.0167 -25.0414
RBFM 0.2365 0.0042 13.8434 0.2237 0.0040 7.4089
ANN 0.2517 0.0100 8.3060 0.2425 0.0055 -0.3725
Kriging 0.2966 0.0130 0.2548 0.0073
10Dfunction RBFG 0.3803 0.0151 -28.2198 0.3198 0.0195 -25.5102
RBFM 0.2498 0.0055 15.7788 0.2346 0.0033 7.9278
ANN 0.2741 0.0082 7.5860 0.2612 0.0105 -2.5118
Table 4 presents the RMSE and Pl values for medium dimensions REFERENCES

test problems (seven-dimension and eight-dimension test problems).
The results indicate that Kriging models are suitable for Cyclone model
and Borehole function when the number of design run is small. Pl
values over Kriging of other models are the large negative number.
This indicates that Kriging is far better than other models. For large
design runs, RMSE values from ANN model are lower than other
models. Hence ANN is recommended for use to develop a prediction
model. It should be noticed from PI values that the performance of
Kriging model is very close to ANN.

Table 5 shows the results obtained from 9 and 10 dimensions test
problems. It can be clearly seen that RBFM model performs better than
other models as it provides the lowest RMSE values in both small and
large number of design runs.

4. CONCLUSIONS

This paper aims to compare the prediction accuracy of Kriging,
RBF with Gaussian and Multiquadric basis functions and ANN models.
According to the results presented in the previous section, it indicates
that RBFG and Kriging models are suitable for small dimensions
problems while RBFG model performs best for non-complex problems.
Further, RBFG model also provides high prediction accuracy for
complex feature of output response with small design runs while
Kriging models are the most accurate model when the design runs
become larger. For medium dimensions, Kriging model seems to be the
best choice to use when the design runs are small. When considering
larger design runs, ANN model turns to be the most accurate model. In
the case of large dimensions, the results reveal that RBFM model is the
best choice to construct a surrogate model for CSE. It can be concluded
that RBF model with different basis functions are comparable or better
than Kriging model in some cases especially when the dimensions of
problems are large. Moreover, ANN model are suitable for medium
dimensions with complex feature of output response. Therefore RBF
and ANN models are recommended as an alternative choice for
constructing the surrogate models of the output response from CSE.
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ABSTRACT

The aim of research is to propose the estimator of population mean using ratio for general ranked set sampling with perfect ranking. This proposed
estimator is modified from the estimator of Cochran (1940). Mean squared error and bias of the proposed estimator is obtained

Keywords: general ranked set sampling, population mean, ranked set sampling, ratio estimator.

1 INTRODUCTION

The ranked set sampling method was suggested by Mcintyre
(1952). After that, theories and applications of this method were
reviewed by Patil et al. (1994) In 2004 Wang et al. proposed the method
of selecting z units from each set where r >1 to measure the interesting
features, namely general ranked set sampling (GRSS). Plukpluem
(2008) studied and compared the performance of the estimator for the
population mean under general ranked set sampling with perfect ranking
to other sampling methods. However, all sampling technique above used
unbiased estimator but in some cases the study variables may be
difficult to observe. So that we can be using auxiliary variable x where
x must correlate with the study variables y . Cochran (1940) proposed

the ratio estimator of the population mean using Y / X ratio for simple

random sampling (y, ) . And also, Samawi and Muttlak (1996) proposed
the ratio estimator of the population mean based on ranked set sampling
(Virss) -

In this study we proposed ratio estimator for the population mean
using Y /X ratio for general ranked set sampling with perfect ranking
“GRSS-WPR” which is adopted from Wang et al. (2004) and
Plukpluem (2008), where the proposed estimator is established by
modifying the method of Cochran (1940) and Samawi and Muttlak
(1996). This estimator is proposed to be used as a guideline for further
researcher.

2 SAMPLING METHODS

2.1 Ranked set sampling (RSS). The steps of sampling by RSS
can be describes as follows:

Step 1:
Step 2:

Randomly select m? units from the target population.

Allocate the m? selected units as randomly as possible into m
sets, each of sizem .

Without yet knowing any values for the variable of interest,
rank the units within each set with respect to variable of
interest. This may be based on personal professional judgment
or done with concomitant variable correlated with the variable
of interest.

Choose a sample for actual quantification by including the
smallest ranked unit in the first set, the second smallest ranked
unit in the second set, the process is continues in this way until
the largest ranked unit is selected from the last set.

Repeat Steps 1 through 4 for r cycles to obtain a sample of
sizemr.

Step 3:

Step 4:

Step 5:
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Table 1: Show ranked set sampling. Whenn=8, m=4and r=2

Cyeles (r) Set (m

1 2 3 1

1 | =B

1 v |

i - — —
2.2 General ranked set sampling (GRSS) The steps of sampling
by GRSS can be describes as follows:

Step 1: Impose sample size n unitsand 7z units to be selected ~ for
from each set. Then z>1 therefrom m is the number of

L m
samples and the number of units in each set when ‘r[ j:n
T

which allocate the m? selected units as randomly as possible

into m sets, each of size m. randomly select m? units from the

target population.

Rank the units within each set visually with respect to the study
variable or by any inexpensive method.

Select the sample for step 2 7 units in each set. Then selection

is as follows { (Vi , Yoy ):1<a<b<m;i=12,..r}.
Repeat Steps 1 through 4 for r cycles to obtain a sample of

. m
SiZze rr| .
T

Table 2: Show general ranked set sampling. Whenn=8,7=2, m=3

Step 2:

Step 3:

Step 4:

and r=2.
| Rank (m)
Cyeles (r) Set (m) T

1 2 3

1 | ] o]
1
3 ' o}

1 o}
2 2 ] o]
3 ' &

2.3 General ranked set sampling (GRSS) with perfect ranking. The steps
of sampling by GRSS-WPR can be describes as follows:

General ranked set sampling (GRSS-WPR) with perfect ranking
is same with general ranked set sampling (GRSS) But (GRSS-WPR) is
ranking without error of giving order to sample.

Step 1: Impose sample size n units and z units to be selected for
from each set. Then z>1 therefrom m is the number of
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- m
samples and the number of units in each set when z{ j:n
T

which allocate the m? selected units as randomly as possible

into m sets, each of size m. randomly select m? units from the

target population.

Rank the units within each set visually with respect to the study
variable or by any inexpensive method.

Select the sample for step 2 7 units in each set. Then selection

is as follows { (Vi Yoy ):1<a<b<m;i=12,..r}.
Repeat Steps 1 through 4 for r cycles to obtain a sample of

. m
SIZ€ r 7| .
T

ESTIMATION FOR THE POPULATION MEAN

Step 2:

Step 3:

Step 4:

3

The traditional ratio estimator for the population mean Y of the
study variable y is defined by

yi=LX

X

=RX (1)
In which it is assumed that the population mean X of the
auxiliary variable x is known. Here Yy is the sample mean of the study

variable and X is the sample mean of the auxiliary variable
Mean square error (MSE) of the traditional ratio estimator is as

follows:
MSE(Y,)= 7 (R*S} -

2RS, +S?2) )

|| <

whereyzi; n is the sample size; R= is the population ratio; S?
n

is the population variance of auxiliary variable; Sy2 is the population

variance of study variable and S, is the population covariance

between auxiliary variable and study variable (Cochoran 1977). Note

that f

is omitted in (2), Here N is the population size.

Samawi and Muttlak (1996) defined the estimator of population
ratio using ranked set sampling as

©)

Where Y

(1996) remind that estimator can also be used for the population total
and mean, we can write following estimator for the population mean as
Ix @

X

The MSE and the bias equations of this estimator can be given by

Yirss =

MSE (Juss) =— (52 ~2RS,,, + R 5?)
mr

1@ m (5)
2 2 2
——mzr (Zry[I]—ZRZrYX +R Zrm))
i=1 i=1
Bias (Virss) = Y [V(sz —ny)_(wxzo) _Wyxo))]
Where y=-t C,=pC,C, , W 13,
- w = y ox oo w = A2 W@
mr m’r XY <
1 3 1 < Syx
A LS VT T Ty
x(i) m2r X 2 ; x(i) y(i) m2ry 2 ; y(i) sty
S
C,=— and C,=-*

Here S, and S, are the sample standard deviations of study and
auxiliary variables, respectively.
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X,
Note that the

Here we would also like to remind that 7, = s,

= Hygiy (Ny(i) _Y_)(.Ux(i) - )z) .

values of x, and u,;, depend on order statistics from some specific

Tya) -Y and 7, =

distributions and these values can be found in Arnold et al. (1993)

Adapting the estimator in (1) to the ratio estimator for the
population mean suggested by Cochoran (1977) adjusting the method.is
general ranked set sampling by Wang et al. (2004) We develop the
following estimator:

S X
Yorssr = yGRSS[ = ] (6)
XGRss
l m
where Yepss = z Z ZY )i » Xorss == Z X
[ ] 1< <.<rp<m j=l rf[mJ i=l i< <.<rp<m =1
T T

The MSE of Ygpes, can be found as follows:
For the first degree of approximation by using Taylor series
method as

6h(>< ¥) oh(x.y)

]BV

(x-

y=v

h(X,¥) = h(X,Y) + —=Z2 X)+

=X,

_ . = = _ X
Where h(X, ¥) =Ygrssr; Yorssr= yGRSS[—_
XGRss

X

XGRss

Gresr =Y +

0 yGRSS[ _
X)

<

()_(GRSS -

MSE of Ygpss, is obtained as follows:
a)_(GRSS

¥GRSS=X,JGRSS=Y
X

XGRSS]

0 VGRSS[

+ (Yorss _Y_)

0 Yorss
TGRSS=X JGRSS=Y

(Xorss — >z)‘*’(yeﬁss —Y_)

- — _
=Y +7 (Xarss = X) + (Yorss =)

<]

||-<|

(XGRSS X) +(Yorss —Y_)

~ _ Y _
(Vopssr—Y)? = X X)+(yGRSS Y)

( 'GRSS

(Y;GRSSr_Y_)Z = [ (Yorss _Y_) W (Xgrss — i)}z

Where W =

x| =i

(Y7(3R55r_Y7)2 = (Yorss —?)2 = 2(Yarss —?)W (Xerss — )?)*' W (Xspss — )?)]2 (7
Take the expectation in (7) is given by
E(?KBRSSr_?)Z =E [(VGRSS _?)2 —2W (Xgrss — i)(yenss _?) +[W2 (Xorss — i)]z]
E(Y_GRSSr_Y_)z = E (Vorss _Y_)z —2W [E (Xggss — )?) (Yorss _Y_)]
+W? E (Xorss — X
where
MSE(Y_GRSSr) = E(Y_GRSSr_Y_)Z
=Var (Ygpss) — 2W CoV (Xgrsss Yorss)
+W 2Var (Xgpss)
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=[W?2Var (Xgpss) — 2TWVar (Xgrss)

_ (8)
+Var(Yepss)]
and T :pﬂ
Oy
_ 1 =
Var (Yepss) = Z Var (z Yirj1 )
rr(mj I<n<.<rp <m j=1
T
_ 1 -
var (Xgrss) = z Var (Z Xirj1 )

rr m I<n<..<rp <m
T

_ _ o _
CoV (Xgrss: Yorss) = Py G_Y Var (Xggss)
X

Finally, we obtain the following MSE equation for the proposed
estimator using Var (Ygrss) » Var (Xgrss) and Cov (Xgrss: Yorss) 1N (8)

MSE(Y_GRSSr) =W?S;-2WT Sf+S§ ©

The bias using Taylor series expansion of Y, about variable x and

y can be approximated as:

-[ ;T (Xapss — i)]‘* [

Y (Repss = X)°

L ]

Yorssr = Yarss

_ - — (10)
-1 (Yorss _Y)_(XGRSS - X)]
X
where W :j(: . Take the expectation in (10) is given by
v, 7 - % E (Rapss — X )’
E (Yorss) = E (Yorss) = [W E (Xgpss — X)I+ [W M]
_ — — (11)
-I E (Vorss _Yl(XGRSS - X)]
X
where
Bias (Y_GRSSr) =E (Y_GRSSr) -Y
and
Bias (Y_GRSSr) =W Var(iGRSS) _ COV(XGRiSv Yorss) (12)

X X

We obtain the following bias equation for the proposed estimator
using Var (Yggss) , Var (Xggss) and Cov (Xggss: Yarss) in (12)

! z Var(ix[,j])
j=1

rr m 1<0] <. <17 <M
T

Bias (Y_GRSSr) =W

X
1 T
T m . Z Var(Zx[rj])
rr <r<.<rp <m j=1
2
X
Finally, the bias of Ypgs, as
oz S TS?
Bias (Yorss) = W 7X - ix (13)

4 CONCLUSIONS

The proposed estimator of this research (%Rss, ) is denoted by

J

= _ X
Yorssr = yGRSS[_—
XGRss
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The mean squared errors of the proposed estimator can be obtained by
the following equation:

MSE (Yggss) =W?2S2 —2W T SZ+S2
Bias of the proposed estimators can be approximated as:

oz SZ Ts?
Bias (Yopssr) = W X X

Therefore, in the future study, we hope to real data studies using the
proposed estimator will be conducted in order to compare their
efficiencies with those of previously proposed estimators. And develop
estimator using GRSS with perfect ranking in the product estimator or
Ratio-cum-product estimation utilizing the methods in the papers Singh
(1967) and Nitu Mehta (Ranka) & Mandowarab (2016).
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ABSTRACT

Risk model is important in the measurements of the aggregate net loss of an insurance company’s portfolio. It also indicates the probability of losing
of the company’s portfolio. The sufficiently precise models are highly necessary to the firms to decide their reserve amounts. There have been many
studies attempting to develop new models which are more suitable for real data. Recently, the studies of the risk models based on time series claim
counts process have gained attention from researchers. In classical risk models, the claim counts are usually assumed to follow the Poisson distributions.
However, the Poisson distributions have a drawback that theirs mean and variance are the same. This assumption of Poisson distribution is rarely found in
practice since observations are usually overdispersed. Consequently, extensions of Poisson to other distributions has brought interests from researchers
to accommodate overdispersed data in many fields of interest. In this paper, we introduce a new class of discrete-time risk models based on the negative
binomial time series process. In our study, we derive some probabilistic properties such as generating function, an expression of the adjustment coefficient
and an approximation to ruin probabilities. Moreover, numerical examples to calculate ruin probability and the value-at-risk measure for exponential
claim sizes are also discussed.

Keywords: risk model; negative binomial; adjustment coefficient; ruin probability; value-at-risk

1 INTRODUCTION Definition 1. Let Ry, be the discrete-time surplus process defined as fol-
The study of risk model based on the times series claim counts pro- fows n N;

cess is one of the rapidly developing field in insurance risk management. Ry, =u+nm— Z Z Cij, (1)

For example, Cossette et al. (2010) considered risk models based on sev- i=1j=1

eral discrete-claim counts time series, such as Poisson Moving Average where w is the positive initial reserves of the business; T is the premium

processes and Poisson Auto Regressive processes. The marginal distribu- rate; {Cyj, 1, j = 1, 2,...} is a sequences of the claim size of claim

tions for claim counts considered is Poisson family having a property that number P in period i; {Cij, 4, 5 =1, 2,...} are assumed to be inde-

its mean and variance are the same. This assumption of Poisson distri-  pendent and identically distributed (i.i.d.) with a light-tailed distribution

bution is rarely found in practice. Therefore, there are many alternative whose moment generating function (m.g.f.) m¢(2), and Nj is the claim

distributions considered in literature for counts data, for instance, gen- count in the it" period. Moreover, we define N (n) = > 1 Nj be the

eralized Poisson, zero truncated Poisson, zero-inflated Poisson, Poisson-
geometric, geometric and negative binomial were applied in univariate
integer-valued time series models. Some of those distributions were intro-
duced in the context of risk models. For example, Hu et al. (2018) con-

aggregate claim number for n period; W; = Z;\jz‘l Cj; be the aggre-
gate claim size of period i; Sn, =« W be the net loss process; and
Sn — nm be the aggregate net loss process.

sidered a discrete-time risk model based on the first-order integer-valued Several distributions have been used to model the claim counts dis-
moving average (INMA(1)) process with compound Poisson distributed tribution N;,% = 1,2, ..., nsuchas Poisson distribution (Gourieroux, &
innovations. In this paper, we are interested in constructing a risk model  Jasiak, 2004; Quddus, 2008); Negative Binomial distribution (Brijs et al.,
whose the distribution of the number of claim has overdispersion. The dis- 2008); Copula model (Frees, & Wang, 2006; Zhao, & Zhou, 2012); and
tribution of interest is the negative binomial distribution. This distribution Integer-valued-time series for counts (Ma et al., 2015). In this paper, we
was applied to analyze count data with dispersion in different applications.  consider the case where the distribution of claim counts follows the neg-
For example, Byers et al. (2003) used the negative binomial model to ative binomial MA(1) (NBMA(1)). The model is based on the binomial
examine a discrete outcome, and Chin and Quddus (2003) used the neg-  thinning operator, or simply thinning operator of ~ on the integer-value
ative binomial model to analyze traffic accident occurrence. However, Y defined as

based on our best knowledge, there exist no model that use the station- Y

ary negative binomial moving average with claim counts in discrete-time yoVY = Z d;

risk model available in literature. Therefore, in this study, we construct a J=1

discrete-time risk model based on negative binomial claim counts process where {d;,7 = 1,2,...} is a sequence of i.i.d. Bernoulli random vari-
and study some of its properties and also the ruin probability. The organi- able with mean -y and are independent from Y. Based on the binomial
zation of this paper is as follows. In section 2, we introduce a discrete-time thinning, we then define the negative binomial moving average model as
risk model based on negative binomial claim counts process. In section 3, in Definition 2 below. Its probabilistic properties are also provided in
we find the adjustment coefficient function and an approximation to ruin Proposition 1.

probability of the negative binomial INMA(1) risk model. An approxima-
tion to value at risk of the net loss process is given in section 4. In section
5, we provide some calculation examples of the adjustment coefficient

Definition 2. Let { Ny, n € N} be the negative binomial MA(1) process
(NBMA(1)) defined as

. ) R €n—1

and the value at risk. Finally, section 6 concludes our work. No = oen_1+en= Z u1jten forn=1,2,..., Q)
j=1

2 DISCRETE-TIME RISK MODEL BASED ON NEGATIVE where {e;,© = 0, 1,...} is a sequence of i.i.d. negative binomial ran-

BINOMIAL MOVING AVERAGE MODEL dom variable with parameter (o, p) whose probability mass function de-

In this section, we introduce the risk model and the negative bino- fined as
mial moving average process (NBMA). In our discussion, we include the fy(y) = (y toa— 1) pY(1 — p)® (3)
probabilistic properties of the models such as moments, moment generat- Y
ing function, autocovariance function and the stationary property. and {0p—1,5,n,5 = 1,2,...} is a sequences of i.i.d. Bernoulli random

variables with mean .
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Proposition 1. Let { Ny, n € N} defined as Definition 2, then { Np, n €
N} has the following properties.

(@) {Nn, n € N}is a stationary process.

_ (1=p\“ 1—p * _
) GNn(z)—(l_pz) (l_mﬂz)) for m=1,2,...,
’T/:l—’y,z<%and1—p(7y+'yz)>0
(© E(Nn)= 15 (1+7) for n=12,...
@ Var(N,) = 2@?pia0opil) oy o

(1-p)
ks fork=1

(€) Cov(Nn, Np_y) = { R

Proof. To prove (a) , consider the probability generating function (p.g.f.)
of {Npn, n € N}. We know that {¢;, ¢ = 0, 1,...} is a sequence of
iid. NB(a,p) random variable. Forn = 1,

G, (2) =E(z")

—E (ZW0€0+51)

=E(z")E(z7°)

= Gey (2)Geo (1 — 7 + v2).
Forn > 1, weusethefactthatE( €1) =E(2°2) =--- = E(2°n)and
E (27°¢0) = E (27°¢1) = E (27°€n—1). Therefore, the p.g.f. of
Np is

—E (ZWOEn—1+5n)

=E (Zin) E (ZWOEn—l)

=E (2°1)E (27°%0)

= Gey ()G (1 =7 +72).
Hence,

Gn,(2) =Gn, (z) forall neN
That means {N;,, n € N} is a stationary process.
(b) Since{e;,¢ = 0,1,2,...} is a negative binomial with parameter
(e, p) whose distribution defined in equation (3),

GN, (2) = Gey (2)Geo (1 — v+ 72)
=) e ts)

1—pz 1—p(¥+72)
foralln:1,2,..‘,\z|<%and1—p(’7+'yz)>0.

(c) Sine G, (2) = E(zM») for all n € N, we can use the m.g.f.
Gn,, (2) to find E(Ny,) as follows

dGn,, (2)

E(N,) = —&n 2

( n) dz z=1

a(l—p)® 1- a
- <(1—PZZ))‘1+171)(1—1>(7-I;72)> #=1

n ( 1—p )ﬂ( a(l —p)*yp )
1—pz/ \(1—=pF+yz)otl/l=
ap ayp
1-p 1-p
ap
= 17(14"7)
—p
(d)Forn =1,2,..., we have
d’Gy, (2) dGn,, (z)
E(N2) = n n
( n) dz2 z:l+ dz z=1
P’y + 207 +42 +a+1)

_ ap
= (1—p2 +1_p(1+w).

1

Consequently,

2 2 2
ap®(ay? +2a7+v* +a+1)
Var(Ny,) = e

ap ap 2

= a - (=@
) = (12, 04)
ap(y’p+~(1 —p) +1)

(1-p)?

Code 043

(e) Since {6n—1,5,m,75 = 1,2,...} is a sequences of i.i.d. Bernoulli ran-

dom variables, we obtain E(611) = E(d12) = --- = 1.
Then
€n—1
E(yoen—1) = E( Z On—1,5)
j=1
E€n—1

=E(E(Y_ 6n-1len-1))
=1

= E(en—1E(d11))
=E(611) E(en—1)

=7vE(en—1). 4)
Next, consider
E€n—1
E((vyoen—1)en—1) = E(en—1 Z On—1,5)
j=1
en—1

=E (E(Enfl Z é‘n—l,j|5nfl))
j=1

En—1

=E (en—1E( Z Si—1,5len—1))
j=1

E(e7,_1 E(611))
= E(611) E(e5_1). ©)

For k = 1, we have
Cov(Np, Np—1) = Cov(yoen—1+en,¥0&i—2 + En—1)

= Cov(yoen—1,En—1)

=E((voen-1)en—1) —E(yoen—1)E(en—1).

(6)
Substituting equations (4) and (5) into (6) then
Cov(Nn, Nn—1) = E(811) E(e7,_1) — E(611) E*(en—1)
= E(611) Var(en—1)
__awp
(1-p)?
For k > 2, we have
Cov(Nn, Np—) =Cov(yoen—1+en,Yoen_—k—1+En—k)
=0
O

3 APPROXIMATIONS TO RUIN PROBABILITIES

In this section, we give a brief review of the time of ruin and the
Lundberg adjustment coefficient approximation. We also derive the ad-
justment coefficient, approximate the ruin probability of the NBMA(1)
risk model and discuss a special case when the distribution of claim size
is an exponential distribution.

Definition 3. Let T" be the times of ruin, the first time that the surplus
becomes negative, defined as follows

= inf{n|R, < 0,n € N*T}. 7
Then the ruin probability given the initial capital u is given by
¥(u) = P{T < oo|Rg = u}. ®)

The ruin probability is difficult to calculate in general and approximations
are usually required in many applications. For example, Cossette et al.
(2011) proposed the approximation to ruin probability of a dependent se-
quence and does not require the assumption of the claim size C;;. Using
the asymptotic Lundberg-type result

In(¥

lim — @) _
UuU—> 00 U

where R is the Lundberg adjustment coefficient.

Let the adjustment coefficient function c¢(z) defined as following
. 1
c(z) = nleoo gcn(z),
where ¢, (2) is the cumulate generating function of the aggregate net loss

process defined by

cn(2) = In E(e*(Sn 7)),
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For zg > 0, if the adjustment coefficient function ¢(z) forall0 < z < zg
exists, then there also exists z € (0, zg) such that ¢(z) = 0 and the posi-
tive zero-root z is the adjustment coefficient R. Then the ruin probability
W (u) can be approximated by
U(u) ~ e FY, O)
3.1  Adjustment coefficient function and the solution of the adjustment
coefficient function

Theorem 1. Let Ry, be the discrete-time surplus process in Definition 1
where N; be a NBMA(1) process in Definition 2. The adjustment coeffi-
cient function c(z) of Ry is

I-p

c(z) = alog —

@ =l (o T )
for z € RY such that mg(2) < %, 1 —p(¥ +ymec(z)) > 0, and
1= p(Yme(2) +yme(2)) > 0.

Proof. Consider the aggregate net loss process cn (z) defined as
cn(z) = logmg,, (z) — nnz, (11)

) —xz, (10)

then
c(z) = nleoo % logms,, (z) — wz. (12)
Since {Cj;,1,j =
mey, (2) = me,(z) = o =
Y Cy,
ms, (2) = E(e*5)

1, 2,...} is a sequences of ii.d., we have
mg(z). From S, =

—E (E(ez(zlel Clj+"-+2;\,:”1 an)“\[l7 o Nn))

Ny No N
=E ( H E(ezclj) H E(ezc’zj) ... H E(ezcnj))
Jj=1 j=1 i=1

— E((me () N1t V2N

where GN(n) (2) is the p.g.f of N(y,). Then

Gy (2) = BN NN
— E(Z(wosm—m)+(w061+62)+'~+(wosn71+sn))
n—1
= E(2°") E(27°°0) H E(Z’YOEi+Ei)
i=1
=) n—1 &;
= E(="") E(z25= ") T BT 20m). 4)
i=1
Because the first part of equation (14) is the p.g.f of N B(c, p), we obtain
1-— a 1
E(z‘S"):( ”) for 0 < z< ~. (15)
1—pz P
Because {0;—1,5,%,5 = 1,2,...} is a sequence of i.i.d. Bernoulli ran-
dom variables with mean v, E(2%11) = E(2%12) = ... = E(2%4) =

¥+ yzforalli =0,1,...,and j =1,2,...
Then, the second part of equation (14) is calculated as follows

E(zzjozl 515y — (E(zziil e
€0
=E(JTEG")
j=1
=E((7+72)%)
_(_1zp
*(1—p(ﬁ+72)> ’ o
forz € {z € RT|L - p(7 +v2) > 0}.

For the third part of equation (14), we get
E(inJrEJE';l 5i=j) =E (E(zsiJrE;;l %45

Ei))
=E (25 H E(z%9))

j=1
=E((3z +72%)%)

1— «
)0

for z € {z € RT|1 — p(72 + v22) > 0}.
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Substituting equations (15), (16) and (17) into equation (14), we obtain

Gy (2) = (11_—;2)&(1 —;(;iw))a

)a(n—l)

(18)
x (71 —P
1 —p(yz +2?)
where z € {z € RT|z < % N1—p(F+v2) > 0N 1—p(Fz+~v22) >
0 N 1=p(Fme(z) +yme(2) > 0}.
Therefore,

mg, (2) = (

) e
L—pmg(2)/ M —=p(¥+yme(2))
x ( 1-p
1= p(Fmc (2) +vmg (2))
for z € Rt such that mg(z) < %, 1 —p(¥ + ymec(z)) > 0, and

1 —p(yme(z) +ymg(2)) > 0.
Consequently,

(19)

)a(n—l)

)

1—p 1—»p

— ) falog( ——mMmMmmm™@M8 ™ —

1 fpmc(2)> (1 fp(ervmc(Z)))
1-p ) —nnz

1= p(yme (2) +vmg (2)) 7

for 2 € R such that me(2) < 1,1 — p(¥ +yme(2)) > 0, and

cn(2) = alog (

+ a(n — l)log(

P
1= p(yme(z) +ym¢(2)) > 0.
Hence, 1
_ -p -
c(z) = alog <1 —oGme (D) 1 'meC(z))) nz,

for z € Rt such that mg(2) < %, 1 —p(¥ + ymec(z)) > 0, and
1= p(yme(z) +ym¢(2)) > 0. O
Let a

™= (75 PL+ NEC)A+p) (20)

forp > 0,and D = {z € RT|m¢(z) < % N 1—p&F+ymec(z)) >
0 N 1 — p(Fmc(z) + ymZ4(z)) > 0}. From the assumptions of
{Cij, 1,5 = 1,2,...} iid. light-tailed distributions, we obtain that
z > 0 and D is nonempty.

Lemma 1. From the expression for adjustment coefficient function of
NBM A(1), the equation c(z) = 0 has the unique solution in D.

Proof. To prove the lemma, we want to claim that

de(z)

(a) 2 <o,

z2=0
2
(b 42 > 0forz e D,

(c) There exists 2* € D suchthat lim

z1—z*

c(2) = +o0 where D is

the closure of D.

(a) Note that,
de(z) _ ap(3mi(2) + 2ymo(2)mip(2)
dz 1—p(3me (z) +ym (2))
then, )
de(z «

(b) Since z € D, mi,(z) > 0,and m¢(z) > 0;
d?c(z) _ ap(FmP(2) + 2yme (2)m (2) + 2v(mi(2))?)
dz? 1= p(yme(2) +ymg ()

ap(ymi (2) + 2yme (2)mi (2))
(1= p(mc (2) +ym?(2))°
(¢) Consider 1 — p(ymc (2) + ymZ (z)) for z € D.
Note that

1= p(Fmc(0) +ym(0)) =1 —p > 0.
Because m¢(z) is increasing and continuous function on [0, 00).
Then we obtain that
1= p(ymc(2) +ym(2)) @1
is decreasing and continuous function. We also obtain
dim 1 —p(yme(2) + ymg(z)) =0,
z*~

z
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and
1 —p(Fme(2) +'ym%(z)) >0forall0 <z < z*.
Hence,
1-p
lim «lo = 4o00.
e OB (1 —p(ymc(z) + Wm%(Z)))

3.2 Special case: exponential claim sizes

In this section, we consider the cases when the claim amounts
can be modeled by an exponential distribution. That is, the case when
{Cij, 1,5 =1, 2,...} is a sequences of i.i.d. exponential distribution
with parameter 3 where the m.g.f. is m¢,, (2) = ﬁ The adjust-
ment coefficient function in equation (10) becomes

1-p
c(z)_alog(l_p(%+(;7622)>771'z (22)
z)

— 2
where z € {z € RT|1 *p(ﬁ’yfz + ﬁ) > 0}.

Let C;; ~ Exp(B) fori,j =1,2,..., we obtain
o p
=|l—)Z70+nA+p)
(1727)/3

and we obtain D = {z € Rt*|1—p (% +’Y(5§Z

)2) > 0and z < 8}.

4 APPROXIMATION TO THE VALUE-AT-RISK

In this section, we derive an approximation to the value-at-risk
at the confidence level A\, VaR(Sy), for NBMA(1) process, where
Sn =Y, Z;V:’I C;; be the net loss process in Definition 1 and N;
be a NBMA(1) process in Definition 2.

Then the VaR (Sy,) is defined as

VaR ) (Sn) = inf{k € R|Fg,, (k) > A} (23)
where Fs_ (k) is the cumulative distribution function of S,,. Refer to
equation (19), the m.g.f. of S, it is hard to obtain the distribution of .S),.
Therefore, we apply the Fast Fourier Transform (FFT) algorithm (Gray,
& Pitts, 2012) to obtain an approximation of the density function of Fig,, .
From equation (13), we know that

ms, (2) = Gn,, (mc(2))

where m¢ (z) is the m.g.f. of Cy; foralli,5 =1,2,. ..
Let ¢ (0) be the characteristic function of Cy; (i,5 = 1,2,...). We
obtain the characteristic function of .S), as

95, (0) = G, (¢0(0))
= (i) g rmemy)
L=poc(0)/ \1—p(¥+v¢c(0))
1—p a(n—1)

o)

where 0 € {0 € Rflpc(0) < o N 1—p(F+véc(d) >

0 N 1= p(F6c(0) +962(0)) > 0}

By applying the inverse FFT algorithm, we obtain an approximation to

density of Sy, and, consequently, an approximation to the Fg (k). Fi-
nally, VaR (Sy,) is obtained.

5 NUMERICAL EXPERIMENTS AND SIMULATIONS

In this section, we provide the example to calculate the adjustment
coefticient and approximation to the ruin probability of risk model based
on NBMA(1) claim counts process. We also show the calculation of value
at risk of the net loss process .Sy, of period 10th at the confidence levels
A = 0.90 and 0.95 shown in Table 5.2.

5.1  Calculation of adjustment coefficient of risk model based on
NBMA(1)

Let R, be the discrete-time surplus process defined as defini-
tion 1, and {N;, ¢ = 1, 2,...,n} is sequences of NBM A(1) claim
counts process defined as definition 2. Let {Cy;,4,5 = 1,2,...}
is sequence of i.i.d. exponential distribution with parameter 3. Then
me; (2) = ﬁ foralli,j =1,2,... Wedefineu = 2, (a,p) =
(0.8,0.2), B8 = 0.5, and p = 0.4. Table 1 shows the adjustment coeffi-
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cients z* and the upper bound of the ruin probability of R, ¥ r,, (u), by
varying v = (0,0.25,0.5,0.75, 1). The results show that the ruin prob-
ability increases when the adjustment coefficient decreases, and the ruin
probability increases as a function of the dependence level ~y. This seems
to be reasonable because the greater value of -y, the greater the number of
claim.

Table 1: The adjustment coefficients z] and the upper bound ¥ r,, (u)

ol 0 0.25 0.50 0.75 1
z* 0.1268  0.1059  0.0953  0.0884  0.0836
Vg, (uw) 07760 08091 0.8265 0.8379 0.8461

5.2 Calculation of the value-at-risk for model NBMA(1)

Let the time period n be 10 and divide the domain of {C; ;, i,5 =
1,2,...} to be 210 parts whose length of steps are 0.04 for the FFT dis-
tribution approximation. Table 2 shows VaR ) (S10) for the confidence
level A = 0.90 and 0.95. The results show that the VaR (S5, ) increases
as a function of the dependence level ~.

Table 2: The value-at-risk for NBMA(1) model for the confidence level A

ol 0 0.25 0.50 0.75 1
VaRp.90(S10)  9.86 12.10 14.18 16.14 1798
VaRg.95(S10) 1250 1530 1778  20.06 22.18

6 CONCLUSION

In this study, we have proposed an alternative risk model based
on NBMA(1) claim counts process. The new model can deal with the
overdispersed claim-counts data. The adjustment coefficient function of
risk model based on NMMA(1) was provided. We also proved that the ad-
justment coefficient function has a unique solution. Finally, we showed
some calculations of ruin probability and the value-at-risk of the net loss
process.
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ABSTRACT

The Wilcoxon rank sum test is commonly used to test the equality of two independent population distributions. In many practical situations, the
data in each group are clustered. The Wilcoxon rank sum test was developed for testing the differences of two groups with clustered data by Rosner et
al. (2003). This paper proposed the Wilcoxon rank sum test for clustered data using within-cluster resampling method. We showed that the proposed
test has an asymptotic normal distribution. The efficiency of the proposed test was compared to the Rosner’s test and Datta and Satten (2005) test by
using simulation study. The three equal size groups are 5, 10 and 15 clusters and the cluster sizes of three are considered. The coefficient of
correlation between observations in a cluster was set to be 0.3, 0.4, 0.5, 0.6 and 0.7. The correlation structure of observations in a cluster is
exchangeable. The effect size equals to 0.0, 0.1, 0.2, 0.3, 0.4, 0.5 and 0.6. The results showed that the proposed test can maintain the size of the test
for all situations. In some situations, the power of the proposed test is higher than that of the Rosner’s test.

Keywords: clustered data; power of the test; Wilcoxon rank sum; two independent samples

1 INTRODUCTION

In many studies, the researchers are interested in testing the null
hypothesis that the two independent samples have been drawn from the
same population or from the populations with equal means. In
parametric statistics, the two independent t-test is widely used. This test
requires that the random samples are drawn from normal distribution. If
the assumptions of t-test cannot be met, the Wilcoxon rank sum test
(Wilcoxon, 1945) which is nonparametric procedure can be used. The
common assumption of the t-test and Wilcoxon rank sum test is that all
observations are independent.

For many situations, the data are the clusters of correlated
observations. The cluster may be a family, a litter, a laboratory and a
region or strata. Examples of clustered data are the repeated
measurements of blood pressure for a single object, the socio-economic
characteristic of households in a block or the body mass index of
siblings. Wu et al. (1988) showed that the F-test for clustered data leads
to an inflated type | error rate. This means that the probability of type |
error is higher than a given significance level. In addition, the type |
error rate increases as the intra-correlation increases.

In parametric approach, many researchers have considered
different procedures to test the mentioned hypothesis with correlated
clustered data. Most of the theoretical research for clustered data
assumes a parametric model. Wu et al. (1988) adjusted the F-test
statistic by using intra-correlation so that the adjusted statistic has
approximately the F distribution with the same degrees of freedom as
those of the F-test statistic. Rao et al. (1993) proposed a two-stage
general least squared test by transforming the observations to be
uncorrelated ones. The two mentioned tests depend on the unknown
intra-correlation. However, Lahiri and Li (2009) proposed an alternative
test which does not require the estimation of the intra-correlation.

In nonparametric approach, only a small amount of literature
exists for incorporating clustered data. Rosner and Grove (1999)
considered the combination of clustered data in the Mann-Whitney U
test. The estimates of correlation parameters were used to correct the
estimated variance of the test statistic. The test has appropriate type |
error rate in balanced design with as few as 20 clusters per group.
Rosner et al. (2003) introduced a large sample randomization test for the
clustered data by applying the Wilcoxon rank sum test. Rosner et al.
(2006) extended the signed rank test to the clustered data setting. The
above nonparametric researches are constructed for one sample or two
independent samples. Datta and Satten (2005) developed a
nonparametric rank-sum test for clustered data using resampling one
observation per cluster. When the number of clusters is small, the
asymptotic normal distribution of Datta and Satten’ test may be
violated.

Therefore, this research will develop an alternative nonparametric
test statistic for clustered data using the resampling approach. The
asymptotic distribution of the proposed test will be derived. The type |
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error rate of the proposed test is investigated. The statistical power of
the proposed test and the existing tests are compared by simulation
study

2 EXISTING NONPARAMETRIC TESTS FOR CLUSTERED
DATA

Let X; be the j observation in the cluster i forl<i<N,
1<j<n; ,where n, is the cluster size of the i-th cluster. The indicator
d; denotes the group of the samples; §; =1 if X; belongs to the first

sample and ;=0 if X; belongs to the second sample. The data

presented in the form of(X,S)={(Xij,6ij):lsjsni ,1si§N}. We

assume that clusters are independent while the observations within
cluster are not. The hypothesis to be test is that there is no difference
between the location parameters.

2.1 The RGL Test
Rosner et al. (2003) proposed the Wilcoxon rank-sum test for

clustered data, namely, the RGL test. Let R; be the rank of X; based
on the combined samples of all observations. The sum of rank from first
sample is assigned to be statistical test. Let &, =35, for all 1<j<n,.
The RGLtest can be defined as

i=1
where R, = iRij is the sum of observation ranks in the i-th cluster.
=1

The RGL method assumes that the observations in a given cluster
are exchangeable. The exact distribution of W, is considered based on
random permutation conditioning on the sum of observation ranks in the
i-th cluster, R, . In order to derive the distribution of the test under null
hypothesis, the clusters were partitioned by using the cluster size. Let
G, be the maximum of cluster sizes. The statistic W, can be written
as

Ginay
Wc = Z ZSiRH—

g=1 iely

Gmax
= Z W
g=1

where I, is the set of indices of cluster size g and W, =Y 3R,, .

iely
Let N, be the number of clusters of size g . Let m, and n, be
the number of cluster of size g from first and second samples,
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respectively. If N is small, the distribution of W, conditioning on
R

i+

can be generated by combining all possible permutations of R,,

in W, for agiven cluster of size g . The total number of permutation is

S (N
H[ . If N is large, the computation is intensive. The RGL
g1\ Mg
asymptotic statistic test is
W, -m (R, /N
Z:MH N(0,2) (2.1)
Var(W,)
m,n R ’
whereR,, =Y R, and Var(W,)=—22 M| R, ——2 | .
v é ’ ( C) Ng(Ng_l)g's:[ ’ NQ]

Under mild condition, the statistic test Z has an asymptotic
standard normal distribution. For imbalance of sample size between two
samples, Rosner et al. (2003) showed that the statistical test may results
inefficiency. If some clusters from either sample have the different size
from other, the permutation will be ignored as no permutation of these
clusters can be made.

2.2 The DS Test

Datta and Satten (2005) proposed a statistical test in term of
Monte Carlo test, namely, DS test. This test is motivated by the
proposal of within cluster resampling of Hoffman et al. (2001). There
are two advantages of this resampling method. Firstly, the specification
of correlation structure may not be required. Secondly, this method
remains valid in the presence of ignorable cluster size. The statistical
test is based on sampling an observation from each cluster.

Let X; be the random observation from the i-th cluster

corresponding to its group of samples, 6? for i=12,...,N. Under the

resampling method, the pair of (X,’,Bi‘) are independent and it can be
used to construct the standard Wilcoxon rank-sum statistic defined as

N
is the rank of X; random observations

where R] among all

{X? 11<j< N} . The statistical test is given by averaging W™ over all

possible sample of (X[,8;) as

S—E(S
-2E0 @

Var(S)
where S=E(W'|X,5) . Datta and Satten (2005) calculated the
quantities need to compute the proposed statistical test. Let

be the empirical distribution function of

Z|x <x)

|k1

observation from the i-th cluster and R~ ( . They

le <x)

|k1

showed that Sf—;lzl“r;k{lJrZ;[ﬁ(X.,Fﬁ’(X.jﬂ} .The
N

expectation of the statistic S is E(S)=£Z% where n, is the
i I

number of membership of first sample in i-th cluster. The variance of

N ~
S can be estimated by Var(S)= Z[V\/I - E(V\/i)J2 , where
i=1

S )
E(W,)= 2(|\'|\|+1){%lil,1 ”lj and F= ZnF Z‘n is the pool

empirical distribution function of the observation. An alternative
estimator of the variance is given by

Var(S) = Var (W) [ Var (W' X,g) ]
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The authors also showed that the statistical test has asymptotic standard
normal under mild conditions. The asymptotic theory may be violated
for testing contralateral data.

3 THE PROPOSED TEST

Since the RGL test ignores the permutation of a cluster when one
sample shows up at a cluster size. In addition, if N is small, the
asymptotic theory of the DS test may be violated. Assume that n; > 2
for i=12,...,N. We consider the within cluster resampling method.
The proposed test is constructed by drawing two observations from each

cluster. Let (x,l,x ) be a random observations from the i-th cluster

and §; be its group membership. In each cluster, the sampling is the

simple random sampling without replacement. Let m and n be the
numbers of cluster from the first and the second groups, respectively,
where m+n=N. The RGL statistic for the random sample is

Wc = i&R; ’
i=l

2
where R}, :ZRij is the sum of observation ranks in the i-th cluster.

=1
Let R, =N(2N+1) denote the sum of ranks of all random
observations. The process is replicated at a large number of times, Q .
Let W,, denote a resample RGL statistic for the g-th resample;
g=1L12,...,Q .The within-cluster resampling test is constructed as

average of the Q resample based tests. The within-cluster resample
statistic is given by

1L
WC=—ZWCq
Qq:l
The within-cluster resampling statistic is the average of

identically distribution but dependent estimates. The central limit
theorem is not directly applicable. However, when the number of

clusters N is large, under the usual regularity conditions, we can show
that the statistic W, has asymptotic normal distribution by rewriting

the average as the sum of independent clusters. The proposed test is

given by

W, -E(W,
WoE(W)

ar(w)

where E(\Tvc)zm% and Var(W,) is a consistent estimator of

Z=

(0.) ®)

Var(W, ). The consistent estimator of Var(W,) is
sy 1| mn R Y Q-1
Var(W, )==) | ———= R ——=1| |- S,
(W) QE{N(M@( N” Q
1 —\2
where SZ, =——> (W, -W,) .
W Q_lqzl( 4 )
4 SIMULATION STUDY

In this section, we study the properties of the proposed test (PT)
statistic and compare to the RGL and DS tests using simulation study.
We consider the situation where all elements of a cluster belong to same
group which is requirement for using the proposed and the RGL tests.

Let N, and N, denote the number of clusters from first and second
groups respectively. When the sample sizes in each sample are equal,
the power of the test is high, so we set N, =N, . We generate data

X, =exp(Y;)+8d where Y, =(Y,.Y,

i Ti2re

LY,

in;

) were independent

multivariate normal with mean 0 and exchangeable covariance matrix
(1-p)1+pl where | is the identity matrix of size n, xn; and 1 is

the n; x n; matrix of all elements equal to 1.The three equal size groups

consisting of 5, 10 and 15 clusters with the cluster sizes of three (n; =3)
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are considered. The coefficient of correlation between observations in a
cluster is set to be 0.3, 0.4, 0.5, 0.6 and 0.7. The effect size (d) equals

to 0.0, 0.1, 0.2, 0.3, 0.4, 0.5 and 0.6. The significant level is set to be
0.05. For each situation the rejection rate is obtained from 1,000
replicates. The results are summarized in Table 1-3.

Table 1. The rejection rate of PT, RGL and DS methods for the number
of clusters in each sample is 5 ( N, = N, =5).

p d PT RGL DS
0 0.044 0.034 0.055
0.1 0.051 0.044 0.059
0.2 0.074 0.069 0.091
0.3 0.3 0.099 0.099 0.128
04 0.129 0.120 0.158
05 0.188 0.193 0.238
0.6 0.240 0.248 0.279
0 0.043 0.038 0.059
0.1 0.047 0.047 0.061
0.2 0.067 0.066 0.091
0.4 0.3 0.114 0.113 0.147
04 0.120 0.112 0.135
05 0.170 0.179 0.220
06 0.216 0.220 0.268
0 0.040 0.042 0.057
0.1 0.045 0.048 0.058
0.2 0.070 0.066 0.088
05 03 0.109 0.108 0.144
0.4 0.109 0.107 0.124
05 0.167 0.173 0.214
0.6 0.192 0.199 0.254
0 0.043 0.044 0.060
0.1 0.044 0.049 0.063
0.2 0.065 0.064 0.080
06 03 0.094 0.093 0.134
0.4 0.099 0.096 0.124
05 0.152 0.160 0.190
06 0.184 0.186 0.234
0 0.050 0.052 0.067
0.1 0.043 0.044 0.066
0.2 0.060 0.058 0.078
0.7 0.3 0.095 0.101 0.134
04 0.092 0.094 0.112
05 0.146 0.157 0.187
0.6 0.180 0.180 0.216

Note: The boldface indicates the higher power between PT and RGL
tests. The italic indicates that the empirical size is out of Cochran’s
(1947) criterion.

Table 1 and 2 show that when the numbers of clusters in each
samples equal to 5 and 10, the empirical size (d=0) of both the PT and
the RGL are close to the significant level 0.05. However the empirical
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size of DS is far from the true size (0.05) except for p=0.3and N; =5.
For given number of clusters in two samples equal to 5, when d <0.5
and p<0.5, the PT test can give the higher empirical power than the
RGL tests. Given N, =10, when the effect size is small (d <0.3) the
empirical power of the PS test is higher than that of the RGL test.

Table 2. The rejection rate of PT, RGL and DS methods for the number
of clusters in each sample is 10 ( N, = N, =10).

p d PT RGL DS
0 0.048 0.051 0.060
0.1 0.078 0.077 0.085
02 0.095 0.087 0.098
03 0.3 0.173 0.177 0.188
0.4 0.279 0.282 0.304
05 0.367 0.368 0.392
0.6 0.461 0.460 0.486
0 0.044 0.044 0.059
0.1 0.057 0.056 0.065
0.2 0.102 0.095 0.110
04 0.3 0.181 0.188 0.202
0.4 0.230 0.232 0.259
05 0.326 0.336 0.356
0.6 0.424 0413 0.446
0 0.050 0.052 0.059
0.1 0.070 0.065 0.079
02 0.083 0.082 0.091
05 0.3 0.154 0.163 0.173
0.4 0.242 0.249 0.262
05 0.309 0.323 0.340
0.6 0.394 0.392 0.414
0 0.049 0.051 0.061
0.1 0.071 0.066 0.073
0.2 0.084 0.083 0.088
0.6 0.3 0.148 0.150 0.164
0.4 0.229 0.234 0.245
05 0.293 0.304 0.323
0.6 0.361 0.363 0.384
0 0.052 0.046 0.059
0.1 0.068 0.067 0.074
02 0.080 0.077 0.083
07 0.3 0.139 0.137 0.157
0.4 0.216 0.220 0.234
05 0277 0.280 0.303
0.6 0.335 0.338 0.359

Note: The boldface indicates that the higher power between PT and
RGL tests. The italic indicates that the empirical size is out of
Cochran’s (1947) criterion.

Table 3 illustrates that for the number of clusters equal to 15, the
empirical sizes (d =O) of all tests are close to the significant level 0.05.
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The DS test performs well in all situations. In some situation, the power
of the PT test is higher than that of RGL test.

The empirical powers of all tests increase as the effect sizes and
the number of clusters in the sample increase. However, the empirical
powers of three tests decrease as the coefficient of correlation increases.

Table 3. The rejection rate of PT, RGL and DS methods for the number
of clusters in each sample is 15 ( N, = N, =15).

P d PT RGL DS
0 0.057 0.050 0.055
0.1 0.075 0.078 0.084
0.2 0.152 0.151 0.161
03 0.3 0.239 0.250 0.261
0.4 0.414 0.417 0.439
0.5 0.533 0.533 0.550
0.6 0.696 0.694 0.707
0 0.054 0.053 0.057
0.1 0.067 0.072 0.078
0.2 0.140 0.144 0.152
0.4 0.3 0.214 0.226 0.243
0.4 0.371 0.381 0.393
0.5 0.494 0.488 0.502
0.6 0.639 0.651 0.661
0 0.054 0.052 0.056
0.1 0.066 0.071 0.076
0.2 0.130 0.131 0.140
05 0.3 0.199 0.205 0.221
0.4 0.345 0.347 0.369
0.5 0.458 0.455 0.473
0.6 0.595 0.599 0.612
0 0.052 0.054 0.058
0.1 0.070 0.072 0.077
0.2 0.127 0.127 0.135
0.6 0.3 0.186 0.192 0.203
0.4 0.321 0.318 0.334
0.5 0.427 0.423 0.437
0.6 0.564 0.556 0.572
0 0.055 0.056 0.057
0.1 0.068 0.070 0.075
0.2 0.121 0.118 0.125
0.7 0.3 0.174 0.176 0.185
0.4 0.300 0.303 0.315
0.5 0.388 0.385 0.402
0.6 0.525 0.524 0.539

Note : The boldface indicates that the higher power between PT and
RGL tests.
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5 DISCUSSIONS

Clustered data are usually occurred in scientific research. In this
study, we proposed the Wilcoxon rank sum test for clustered data using
within-cluster resampling method. We compare the efficiency of the
proposed test to the RGL and DS tests by using simulation study. When
the number of clusters in two samples is small, the PT test can maintain
the size of the test because the PT test uses two observations per cluster.
In contrast, when the numbers of clusters in two samples is small, the
empirical size of the DS test is far from the significant level because the
DS test uses only one observation per cluster. The estimated variances
of the PT and the DS test statistics may be negative. Therefore, from
this study, the proposed test may be the better alternative test for testing
that there is no difference between the two location parameters for
clustered data.
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ABSTRACT

This article proposes a method for statistical disclosure control in data analysis. The proposed method to control statistical disclosure
involves masking exponential data with noise multiplication. In order to keep the data protected and ensure that the results of the data analysis are still
useful for research, we propose such a method for the estimator under noise multiplication masking exponential data by using the Bayesian method
with conjugate prior distribution and show that the noise multiplication method can yield accurate interference in our simulation.

Keywords: exponential data, noise multiplication, statistical disclosure control

1 INTRODUCTION

Potentially sensitive data ranging from tax and health records,
survey and census data to educational information often serve as a basis
for different areas of research. Although the use of such private
information in research must be dealt with great care in order to protect
the identity of the volunteers participating in the research, sometimes
certain confidential information belonging to individual people or
organizations is inadvertently disclosed leading to possible abuse of the
information. To address this problem, masking the data before
subjecting them for analysis or publication is necessary. In this regard,
Statistical Disclosure Control (SDC) is considered. SDC ensures that the
confidential data cannot be identified from the published data, no matter
how detailed the data are. There are two principles, (1) to protect
confidentiality and (2) to ensure that the results of the data analysis are
still useful for the research. Some popular SDC methods that have been
used for masking data include top/bottom coding, multiple imputation
(M), noise addition and noise multiplication.

Many researchers have carried work concerning the SDC
methods. Little (1993) presented a model-based likelihood theory that is
applicable to the masked data and the analysis of microdata files. In
general, likelihood theories require information about the masking
procedure, which can be viewed as a process for selecting the values
that are to be masked and a mechanism for masking the selected values.
This study concerned the masking methods (randomized response,
subsampling of cases or variables, deletion/addition, imputation,
aggregation, noise injection and simulation of artificial records) which
applied when the data were corrected and supplied to the user for
analysis. Kim and Winkler (2003) developed the SDC method under
noise multiplication (the original data are multiplied by the noise) and
logarithmic transformation. They used data from the Internal Revenue
Service in 1991. In a simulation study, they compared the mean and
standard deviation of the transformed data for noise multiplication and
logarithmic transformation to those of the original data. This study
showed that noise multiplication exhibited better data masking than
logarithmic transformation. An and Little (2007) considered two
alternative methods to top coding for the SDC, that is, non-parametric
and parametric MI methods. From the original data, the values of the
original data that are greater than a particular value (fixed) are deleted,
and they imputed their values by many methods. They considered these
methods for inferences about the mean of original data subject to top
coding. The following eight methods were considered (before deletion
(BD), top coding (TC), log-normal maximum likelihood (LNML), hot
deck MI (HDMI), log-normal MIC (LNMIC), log-normal MID
(LNMID), power normal MIC (PNMIC) and power normal MID
(PNMID)). By considering the root mean square error (RMSE), they
found that the HDMI method provided similar results to the original
data and were therefore superior to other methods. Among the
parametric methods, they found that the LNMID method performed the
best and it performed almost as well as HDMI. Nayak et al. (2011)
considered the SDC method for noise multiplication of tabular
magnitude data. They derived some properties of a balanced noise
method from the masked data. They transformed the original data by
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noise random variable, called the noise multiplied random variable.
They estimated parameters based on the transformed data by sample
random sampling with replacement (SRSWR). Analyzing their data,
they found that the sample moments and correlations based on the
original data can be recovered unbiasedly from the masked data. Klein
et al. (2014) developed methodology for the SDC under a noise
multiplication method for three parametric distributions: exponential,
normal and lognormal distribution. They transformed the original data
for these three distributions by noise random variable, called the noise
multiplied random variable. The likelihood-based data analysis methods
(Maximum likelihood estimation and EM algorithm) are used to
estimate the unknown parameters of these distributions. They derived
the E and M-step for computing the Maximum likelihood estimators of
the parameters. The simulation results were only shown for the
lognormal distribution. They compared the efficiency of estimators for
noise multiplication method, multiple imputation method and original
data by root mean square error, bias, standard deviation, mean of
estimated standard deviation, coverage probability of the nominal 0.95
level of confidence interval and expected length of the confidence
interval relative to the expected length of the confidence interval
computed on the original data. The noise multiplication method for
lognormal data provided similar result to the original data. The bias was
close to zero. The coverage probability was close to the nominal
coverage probability of 0.95. The estimated standard deviation was
small. The noise multiplication method showed better inferences than
the multiple imputation method.

In terms of SDC, noise multiplication is one of popular methods
for masking data in the case of parametric distribution. In this study, we
consider the data under exponential distribution, since this distribution
is used for analyzing life time data. We propose a noise multiplication
method to mask such data. We use the Bayesian method with conjugate
prior distribution for estimating the parameter in the exponential data
and show that noise multiplication method can yield accurate inference
under biased and mean squared error of the estimators.

2 DATA ANALYSIS

We address the methodology for estimating the parameter under
masking data. We use Bayesian method with conjugate prior
distribution to estimate the parameter. The simulation study is used to
compare the performance of the estimators between Maximum
likelihood estimator and Bayesian estimators. The methodology is
explained as follows.

2.1  Data Description
Let Y be exponential distribution random variable with
parameter @ and the probability density function is given by

y
f(y|9):%e” for y>0 and 6>0, such that vy,,y,,..,Y, denote

independent and identically distributed from exponential distribution.
Let R be random noise with known parameter and probability density



INTERNATIONAL CONFERENCE ON APPLIED STATISTICS (ICAS) 2018, 24-26 October 2018

functionis h(r),suchthat r,r,,...,r, denote independent and identically

distributed from random noise distribution. We assume that R is
customized noise distribution (Klein et al., 2014) with probability
density function

atl _a
a2,y

a
I'a+1)
for r>0 and a>1. We write the original data (Y ) by multiplying it

h(r) =

with the customized noise random variable (R), then the noise

multiplied random variable is Z=YxR. We use the theorem of
distribution of product of two random variables to find the probability
density function of Z thatis

9@ =] fOh(rridr .
r

Next, we will estimate the parameter & of the distribution of random

variable Y under the distribution of random variable Z by using
Bayesian estimation with conjugate prior distribution.

2.2 Parameter Estimation

In the part of estimation, we use Bayesian estimation to estimate
the parameter @ under the distribution of random variable Z . By the
theorem of distribution of product of two random variables, the

probability density function of Z is obtained by

2] L g8t a
gf,(z):.[fe 0 “a2g rridr
20 I'a+1)
_1_ e weﬁé r22dr
OT'(a+1)y
a1 ° ( +a)™? 2oyt
_1 a Ir'a+2) o GV asgr

T or(a+l) (§+a)a+2 . F(a+2)

_1 a* T(a+2)

6T(a+]) 2
0

a+2

+a)
_ (a+Dna**
6)(§+a)a+2
for z>0. The likelihood function of & given z,,z,,..,,z, is given by
L(Hlzl,zz,...,z"):6”"(a+1)"a”(a‘1)111[(%+a)’a’2 )
The conjugate prior distribution of 6 is invc;rse gamma distribution,

~1G(a. ),

B
p( )_ ﬂ 9 a+1)e 0

[(a)
where 6>0 and «, f>0. The marginal function of Z,
m(z,,2,,...,Z,) is obtained by
M(z,2,,...,2,) = [L(0] 2,,2,,...,2,) p(6)dO
o0 'Ba l
_[[9 (a+1" a“(a*l)H( +a)™* Zj 0 ¢ |do
o i ()
T ﬁa g —a-n-1 n n(a+1) a-2
j 0 "a+D)"a ]‘[( +a)*2do
0 I‘( ) i=l
7 (a+1)”a”‘a*l)TH’“’"’1e7ll[(ﬁ+a)’“de.
) 9 )
Then, the posterior distribution of @ given z,,z,,...,z, is obtained by
D012, 2....7,) = - 2 2eres 200D
M(z.2;1...7,)
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|:9 (a+1) an(a+1)H( +a)—a 2}{ —a 1 }

b (a+1)" a"“*”j& ant ’gll[ 4 ay*de
() 0

e—n—a—le%ﬁ(i+a)—a—2
i=1 9

) Ta*“*"*le’gf[ G vay*ido
0 i=1 69

The Bayes estimator of 6 is the mean of posterior distribution of &
that is

é

Bayes

=E@|z,z,,...2,)

= IH p|z,2,,..,2,)d6
0

0 n-a- 1 g I_I( +.a)—a 2

i=1

je“l BH( +a)*do

da.

_fo-
0

3 SIMULATION STUDY AND RESULTS

We perform a Monte Carlo simulation using R program to
compute the mean square error and bias. We compare the mean square
error of the Bayes estimator using conjugate prior distribution with the
mean square error of the Maximum likelihood estimator (Klein et al.,
2014). We use R program in a simulation study and use 5000 iterations
of simulation. Y follows the exponential distribution with parameter
0, R follows the customized noise distribution with parameter a,
prior distribution of @ is inverse gamma with parameter «, 8. We

denote parameters in 8 cases as follows,
Casel: # =1,a=11 a =3, § =4,

Case2: 6 =1, a=13, a =3, B =4,
Case3: 0 =10, a =11, a =4, g =30,
Case4: 0 =10, a =13, a =4, p =30,
Case5: 0 =50, a =11, a =2, § =50,
Case6: 0 =50, a =13, ¢ =2, f =50,
Case7: 6 =100, a =1.1, « =15, g =50,

Case8: 6 =100, a =13, « =15, § =50.

The mean square error of Bayes estimator (6, .. ) and Maximum

ayes

likelihood estimator (éMLE ) can be computed respectively as

MSE (4, L %6 %
( Bayes) - m ; ( Bayes; )
and
. 1 %00 s
MSE(QMLE) = Z (QMLE, -0) .

5000 &

Also, we compute the bias of the Bayes estimator and the

Maximum likelihood estimator by
5000

L z (éBayes, - 0)

bias(6,,..) = ——
( Bayes) 5000 s

and
5000

1 ~
—— > (Oue —9).
5000;( MLE; )

For estimation of parameter @ in masking exponential data,

bias(fy.¢) =

Bayes estimator (éB ) has closed result in terms of mean square error

ayes
more than MLE estimator (4, ) in all case. The bias is close to zero in

both methods. While Bayes estimator (éB ) has under estimation in

ayes

some cases, MLE estimator (4

6. ) has over estimation in all of the
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cases. Bayes estimator (éB ) has point estimator close to @ and has

ayes
lower standard deviations than MLE estimator ( 8, ) in all cases. In the

appendix part, the results of our simulation study are shown in Table 1
Table 2 and Table 3 with sample size n =30, 50, 100, respectively.
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Table 1: The simulation result of Bayes estimator and Maximum Likelihood estimator for the exponential data with parameter
based on sample size n =30

6 aaf  ME(G) ME@G.)  bias@n.)  bias@u)  Oue be O w9(g0

1 (1.1,3,4) 0.06164 0.07441 0.00373 0.02843 1.00373 1.02843 0.24828 0.27133
(1.334) 0.05666 0.06769 0.00288 0.02558 1.00288 1.02558 0.23804 0.25893

10 (1.1,4,30) 4.70626 7.14340 0.05609 0.29020 10.05609 10.29020 2.16888 2.65718
(1.3,4,30) 4.48466 6.66772 0.01636 0.22621 10.01636 10.22621 2.11785 2.57252

50 (1.1,2,50) 148.68370 179.58170 0.18824 1.42236 50.18824 51.42236 12.19336 13.32644
(1.3,2,50) 141.80400 169.23450 0.10762 1.23935 50.10762 51.23935 11.90885 12.95114

100 (1.1,1.5,50) 640.97900 727.09050 0.20340 2.71660 100.20340 102.71660 25.31928 26.83011
(1.3,1.5,50) 591.64390 664.61000 -0.12453 2.17561 99.87547 102.17560 24.32585 25.69064

Remark: std (4,

ayes

) and std(6,,.) are standard deviations of Bayes estimator and Maximum Likelihood estimator.

Table 2: The simulation result of Bayes estimator and Maximum Likelihood estimator for the exponential data with parameter
based on sample size n =50

A std (6,

ayes )

0 aa,f  MSE(le.)  MSE(G)  bias(Oue)  bias(G,.) Oraes O std(Ge)

1 (1.1,3,4) 0.03825 0.04277 -0.00129 0.01349 0.99871 1.01349 0.19559 0.20638
(1.3,3,4) 0.03472 0.03859 -0.00165 0.01197 0.99835 1.01197 0.18634 0.19609

10 (1.1,4,30) 3.13555 4.05944 0.01686 0.15861 10.01686 10.15861 1.77085 2.00875
(1.3,4,30) 3.06204 3.91416 0.00118 0.13045 10.00118 10.13045 1.75004 1.97432

50 (1.1,2,50) 92.59991 103.43440 -0.15006 0.58430 49.84994 50.58430 9.62268 10.15449
(1.3,2,50) 90.00221 100.13780 0.02690 0.71341 50.02690 50.71341 9.48786 9.98242

100 (1.1,1.5,50) 404.21750 436.79650 0.43666 1.96347 100.43670 101.96350 20.10243 20.80932
(1.3,1.5,50)  343.64530 370.01620 0.41980 1.82684 100.41980 101.82680 18.53477 19.15078

Table 3: The simulation result of Bayes estimator and Maximum Likelihood estimator for the exponential data with parameter
based on sample size n =100

] a,af MSE (fyayes) MSE(fye)  bias(lny)  bias(Guc) Oy e Std (Craes) std (@)

1 (11,34) 0.01885 0.01997 0.00106 0.00863 1.00106 1.00863 013730 0.14107
(1334) 0.01825 0.01926 0.00041 0.00736 1.00041 1.00737 013511 0.13861

o (1430 181710 2.07237 -0.00264 0.06998 9.99736 10.06998 1.34813 1.43801
(13430) 169005 1.91940 0.02322 0.09176 10.02322 10.09176 1.29994 1.38252

o  (L1250)  47.284%3 50.04824 -0.00133 0.37538 49.99867 50.37538 6.87709 7.06522
(13250) 4551049 48.01519 0.01029 0.35739 50.01029 50.35739 6.74681 6.92077

100 (11550  198.40770 207.26580 014374 0.90731 10014370 10090730  14.12186 1436955
(1.3,1550)  0.01885 0.01997 0.00106 0.00863 1.00106 1.00863 0.13730 0.14107
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ABSTRACT

The objectives of this study were (i) to construct adaptive neuro fuzzy inference system (ANFIS) model for predicting hourly temperature in Pattani,
Thailand, and (ii) to compare the predicting performance with statistical methods by using root mean square error (RMSE) and mean square error
(MSE) as forecasting evaluation tool. The observation data used in this study were from automatic weather station (AWS) in Pattani, Thailand,
collected during January, 18™ 2014 to January, 18" 2015 (in total 8,640 data series). In ANFIS method, the model combined the learning capabilities
of a neural network and reasoning capabilities of fuzzy logic in order to increase predicting ability. The statistical methods used in this study were
ARIMA (Autoregressive Moving Average) and Exponential Smoothing. The data partitions consisted of 80%-20%, 70%-30%, 75%-25%, 65%-35%,
and 60%-40% of training and testing data, respectively. The differences partitions of data set were investigated. The results showed that ANFIS had
the smallest evaluation value for all data partitions. However, the performance of forecasting method cannot be guaranteed from either classical or
modern forecasting method.

Keywords: fuzzy; neural network; predicting; statistical methods

1 INTRODUCTION learning capability of neural network in expression function of fuzzy
inference system. Thus, ANFIS can optimize the performance of fuzzy

Temperature is a part of the environmental system. Temperature model by tuning the parameter in membership function.

can provide effects in any field such as chemical reaction, human
health, human activity, etc. According to Svec and Stevenson (2007),

the enhanced awareness of temperature risk has enhanced the need for 2 ADAPTIVE NEURO FUZZY INFERENCE SYSTEM

effective weather hedging and risk management programs, driving the (ANFIS)

demand_ for weather de:rivatives. Schgmes for hourly temperature The pioneer of ANFIS is J.S. Roger Jang in 1992. ANFIS is a
forecasting have been mainly developed in the context of short- orlong- new kind of neural network which is a combination of fuzzy logic and
term load forecasting and power utility management. neural network (Wang, 2015). ANFIS constructs a fuzzy inference

_Nowadays, forecasting activities have an important part in our  gystem (FIS) which the membership function parameters are optimized
daily life. Every day the temperature forecast informs us that how the by using a neural network. According to Tarno et al. (2013), ANFIS
temperature will be for the next days. We can prevent deep damage by provides four types of membership function which were identified in
forecasting, for instance, the coming of storms or typhoons. Eynard et f,77y inference system, i.e. triangular membership function, trapezoidal
al. (2011) stated that the complex variations of temperature and the  mempership function, Generalized Bell membership function, and
plenty of historical data suggested by the computational intelligence  Gayssian membership function. ANFIS provide a tool for the fuzzy
data-based techniques would be appropriate models to predict model to learn the data set, in order to tune the membership function

temperature. The forecasting with 100% accuracy may be impossible,  parameters that best allow the associated fuzzy inference system to track
but it can be deal by decreasing the forecasting errors or increasing the the given input/output. The learning methods which are used in ANFIS
speed of the forecasting process. are either a backpropagation algorithm or the combination with least

Consider with solving temperature problems, many researchers squares which is a hybrid algorithm.
have constructed various methods or models. Chen and Hwang (2000)
have proposed fuzzy time series model for forecasting temperature in 2.1 ANFIS Architecture
Taipei. Lee et al. (2007) have constructed fuzzy logical relationship and Figure 1 shows the typical architecture of ANFIS. For instance,

genetic algorithm for forecasting temperature in Taipei, Taiwan. In ANFIS has two inputs (x,y) and one output (z).
2007, Svec and Stevenson applied weather derivatives for modeling and '

predicting the temperature in Australia. In the later year, Lee et al. Layer 1 Layer 4
(2008) have proposed high-order fuzzy logical relationship and genetic
simulated annealing techniques for forecasting temperature in Taipei, Layer 2 Layer 3
Taiwan. Wang and Chen (2009) used automatic clustering techniques
and two-factor high-order fuzzy time series to predict the temperature in
Taiwan. Dupuis (2011) presented forecasting temperature in US cities in N,
order to price temperature derivatives on CME. In the same year,
Eynard et al. (2011) have succeeded to construct wavelet-based multi-
resolution analysis and artificial neural network for predicting
temperature. w, [,
However, there were competitions among researchers to predict T T .
temperature. But, it is quite hard to find the study of predicting the Xy
temperature in Pattani, Thailand. This study presented adaptive neuro
fuzzy inference system (ANFIS) to predict the hourly temperature in

—

l Layer 5

wifi

Pattani, Thailand. It performance was evaluated and compared with Figure 1: The architecture of Adaptive Neuro Fuzzy Inference System
statistical methods by using root mean square error (RMSE) and mean (Adopted from Wang and Ning, 2015).
square error (MSE). According to Pahlavani and Delavar (2014), the
integrating neural network and fuzzy systems can be fused with the
147
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Layer 1 (Fuzzy layer)

Each node in the fuzzy layer is the degree of membership function
(HAi(x)) from input.

Layer 2 (Product Layer)

Every node in this layer is a circle node which multiples from the

incoming signal. Fuzzy operator AND is applied in this step in order to
get the product out. For examples,

w; = g, () X pp,(x),i = 1,2.

The firing strength of i — th rule is represented by a node in the second
layer.
Layer 3 (Normalized Layer)
Each node in this layer is circle node. In the third layer, it calculates
normalized firing strengths which is computed by the ratio of the firing
strength of i — th rule to the sum of all firing strength rules as follow

Wi

w, = , 1,2.
wy + w,
The normalized firing strength is the output of this step.
Layer 4 (De-fuzzy Layer)
Each node in this layer is a square node or called adaptive node. The
output of this step can be calculated as this function

W, f; =w(pix + q;y + 1),

where
w, is defined as a normalized firing strength of layer 3,
{pi, q;,;} is defined as the parameters set (consequent parameters).
Layer 5 (Total Output Layer)
In the fifth layer, the single node calculates the overall output as the
summation all of the incoming signals from the previous layer.

Ziwi fi

overall output = ¥,; W, f; = =~
iwi

2.2 Learning Algorithm of ANFIS

The learning process in ANFIS is the changing parameters set of
membership function in order to get the optimal parameters and solution
(Tarno et al., 2013). There are two kinds of ANFIS learning algorithm
which are backpropagation and hybrid algorithm. In this study, the
hybrid algorithm was applied. A hybrid algorithm is a combination of
backpropagation and least square method. According to Jang (1993), in
the hybrid algorithm, premise and consequent parameters pass the
network backward and forward, respectively. In a forward way, least
square method will identifies the consequent parameters when the input
passed into layer 4. Another way, backward step, gradient descent will
identifies the premise parameters.

3 METHODS

According to Tarno et al. (2013), there are three main steps to
construct ANFIS which are preprocessing data, establishing the rules,
and evaluating the performance. The implementation ANFIS for
forecasting temperature in Pattani, Thailand can be described as
following:

1. Data collection

The data were obtained from Automatic Weather Station (AWS)
in Pattani, Thailand, collected during January, 18" 2014 to
January, 18" 2015 (in total 8,640 data series).

Preprocessing data

After fixed missing data, the data were separated into two groups
which are training and testing. According to Dobbin and Simon
(2011), the optimal proportion of training dataset is within range
40%-80%. And the best proportion for splitting datasets
commonly used 1/2 training or 2/3 training. Thus, the proportions
of this study were 60%:40%, 65%:35%, 70%:30%, 75%:25%, and
80%:20% of training and testing datasets, respectively. The
various proportions were utilized to analyze the impact for the
forecasting results. The fixed data is represented in Figure. 2.
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Figure 2: Time series plot of the hourly Pattani temperature.
Input selection
In this study, two inputs were considered to get output by
considering examining process.
Determining the membership function
After examining the process, the ANFIS model was constructed
which has seven of generalized bell functions (gbellmf) with linear
outputs. The membership function for input 1 and 2 were shown in
Figure 3 and 4, respectively.

M2 M2 MEL MES siks MET
- - —— —

28 30
Femperature

Figure 3: The membership function for input 1.

Mi2 MEX M MFS ME®

28 30
Temperature

Figure 4: The membership function for input 2.
Generating fuzzy rules
From the system, 49 of the fuzzy rules were generated. The
number of fuzzy set output equals to the number of rules.
Determining the learning algorithm
The hybrid method was selected to learning the model. The
architecture of ANFIS model in this study can be seen in Figure 5.
According to the architecture of ANFIS, the model is consist of 7
membership function in each input to get 1 output in the of
process.

e
!

Input i oulpul

oe.
i
E

S E

Figure 5: The ANFIS architecture.

Tuning the parameters of the fuzzy inference system

The parameters of fuzzy inference system were tuned in this step.
Fuzzy inference system was used for reasoning rule to get the
fuzzy output. It has been training until 100 epochs in order to
obtain the optimal solution. The training error plots for all data
proportions are shown in Figure 6-10. The 60% training data,
training error is going down from 0.5592 to 0.5576. For 65%
training data, training error is decreasing from 0.572 to 0.565. The
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training error also decreased from 0.575 to 0.5705 for 70%
training data. The training error of 75% training data decreased
from 0.575 to 0.5715. And the last proportion, 80% training data,
the training error decreased from 0.5685 to 0.5646. For all
proportion had been treated such as the training error decreasing
along the epoch time step.

Figure 6: The training error of ANFIS model for 60% training
data.

Figure 7: The training error of ANFIS model for 65% training
data.

Figure 8: The training error of ANFIS model for 70% training
data.

Figure 9: The training error of ANFIS model for 75% training
data.

" ™ = " ™ o £ w - o

Figure 10: The training error of ANFIS model for 80% training
data.

Forecasting and evaluating the performance

After achieving the significant model, the predicted value was
determined from training and check data. Then the model was
evaluated by using root mean square error (RMSE) and mean
square error (MSE).

RMSE = \/Zs (actual(t) —Spredict(t))z'
t=1

MSE — Zs (actual(t) —Spredict(t))z,
t=1
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where
s is defined as the number of predicted data,
t is defined as the time step (hourly).

Once, the ANFIS model has been constructed, the autoregressive

integrated moving average (ARIMA) and exponential smoothing
methods were implemented to construct the models and compared the
forecasting performance with ANFIS.

4

RESULTS AND DISCUSSIONS

In this study, the ANFIS model performance was compared with

ARIMA and exponential smoothing. Table 1 shows the MSE values for
all models with testing data. And Table 2 shows the RMSE values for
all models with testing data. According the evaluation value, the ANFIS
model had the smallest evaluation value for all proportion. And the
smallest error was in 75%:25%, training and testing data. The
evaluation value can give evidence that ANFIS is an adequate predictive
model.

Table 1 The MSE values of the testing data.

Pm%gt:i o ANFIS ES ARIMA
60%:40% 1024449 5270776  0.511381
65%:35%  0.333375 5054555  0.492895
70%:30% 0322702 4064305  0.465337
750%:25% 0310621 3538892  0.439578
80%:20% 0332750 3342112  0.434597

Table 2 The RMSE values of the testing data.

Data

Proportion ANFIS ES ARIMA
60%:40% 1.012151 2.295817 0.715109
65%:35% 0.577386 2.248234 0.702065
70%:30% 0.568068 2.016012 0.682156
75%:25% 0.557334 1.881194 0.663006
80%:20% 0.576853 1.828144 0.659240

Figures 11-15 show the time series plot of the forecasting results

for ANFIS, ARIMA, and simple exponential smoothing forecasted for
all proportion data. From the time series plot, it can be seen that the
difference is quite small for ANFIS and ARIMA.

Temperature

T T T
4000 6000 8000

Hour

Figure 11: The forecasting result of all models for 60% training data.



INTERNATIONAL CONFERENCE ON APPLIED STATISTICS (ICAS) 2018, 24-26 October 2018

Temperature

T T T T
0 2000 6000 8000

Temperature

T T T T T
0 2000 4000 6000 8000

Hour

Figure 13: The forecasting result of all models for 70% training data.
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Figure 14: The forecasting result of all models for 75% training data.
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Figure 15: The forecasting result of all models for 80% training data.
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Figure 16: The plot of the checking data of all models for 60% training
data.
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Figure 17: The plot of the checking data of all models for 65% training
data.
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Figure 18: The plot of the checking data of all models for 70% training
data.
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Figure 19: The plot of the checking data of all models for 75% training
data.

— Actual
— ANFIS
ES

— ARMA

Temperature

T
7000 8000

Hour

Figure 20: The plot of the checking data of all models for 80% training
data.

In order to make clearly, the checking forecasting result has been
plotted for all proportion as shown in Figure 16-20. Yet, the
performance of simple exponential smoothing does not as good as other
methods, since the forecasting result is almost similar in each time step.
ARIMA is a classical forecasting method which can gain pretty good
results. The performance of ANFIS, which is a computational artificial
intelligence data-based technique, is performed the best in this study.

5 CONCLUSIONS

It can be concluded that the 75% training data is the best
proportion for constructing ANFIS model for forecasting the hourly
temperature in Pattani, Thailand. Yet, each time series data has unique
characteristic which need to analyze. The accuracy of ANFIS model is
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influenced by many factors such as the number of the membership
function, the type of membership function, the selection of input, the
number of iteration, and the type of output. According to the result of
this study, the ANFIS model was constructed with seven of the
generalized bell function (gbell) membership function. The optimal
ANFIS model was compared with ARIMA and exponential smoothing.
The result stated that ANFIS had the smaller error in 75% training data
than statistical methods which were 0.557334 for RMSE and 0.310621
for MSE. It means that ANFIS is able to predict more accurately than
another methods.
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ABSTRACT

The objective of this research is to compare the parameter estimation of multiple linear regression models which are consisted of dependent variable
and independent variables. Normally the number of independent variables is less than the number of sample sizes, so the ordinary least squares give a
unique solution. But the number of independent variables are larger than number of sample sizes, this data is called as high-dimensional data. The
traditional regression analysis has a problem in case of high-dimensional data. To overcome this problem, penalized regression analysis concerns to
solve high-dimensional data. In this case, we focus to estimate the parameter of the ridge regression, lasso and elastic net method which called
penalized regression analysis. Ridge regression is to choose the unknown ridge parameter by cross-validation, so ridge estimator is evaluated by
adding ridge parameter on the penalty term. Lasso (least absolute shrinkage and selection operator) is added the penalty term as the scaled sum of the
absolute value of the coefficients. The elastic net is mixed between ridge regression and lasso on the penalty term. The criterion of comparison is the
average mean square errors. This study examines the residual distribution from a normal distribution, contaminated normal distribution, and Weibull
distribution. The number of independent variables is focused on 11, 12, 13, 14 and 15 when the sample sizes are specified by 10. Another case, the
number of independent variable is focused on 16, 17, 18, 19 and 20 when the sample sizes are specified by 15. The data are obtained through
simulation using a Monte Carlo technique with 1,000 replications for each case. The results are found that elastic net is satisfied when the residuals
are simulated from normal and Weibull distributions in all cases. When the residuals are contaminated normal distribution, the elastic net lasso
outperforms in most cases, except that lasso gives the best results with independent variable = 12, 15, sample sizes = 10 and independent variable =
17, 20, sample sizes = 15 on large contaminated data.

Keywords: elastic net; lasso; ridge regression

1. INTRODUCTION penalty for both fitting and the penalization of the coefficients that
. . L . o studied by the statistician, Tibshirani (1996). However, when the
Regression analysis is a set of statistical technique for estimating  jqependent variable is highly correlated, the lasso estimator performs

the relationship model among dependent variable and independent unsatisfactorily.
variable. Regression analysis consists of simple and multiple regression Zou and Hastie (2005) proposed the elastic net to improve
analysis. The simple regression is focused on the relationship betweena  porformance of lasso in multicollinearity. The elastic net method can
dependent variable and one independent variable, but the multiple 555 e viewed as a penalized least squares method where the penalty
regression is also used a dependent variable and two or more oy isa convex combination of the ridge penalty and lasso penalty. It is
independent variables. The performance of regression analysis depends ey larly useful when there are much more independent variable than

on the assumption such as linear relationship, normality the sample sizes.
homoscedasticity, homoscedasticity, and no multicollinearity. ) In this research, we focus on the multiple regression analysis in
Regression analysis is widely used for estimating linear regression g of high-dimensional data based on penalized regression analysis.
model and forecasting future values. Many techniques for carrying out  Thjs concept is to estimate parameter of regression coefficient that let
linear regression model have been developed several methods. Familiar e opjective function to be minimized under conditions of penalty term.
methods such as ordinary least squares (OLS) method, that shown @ Tpe penalty term has shown in different forms that made the different
type of linear least squares method for estimating unknown parameters  cqetficient estimators. Finally we interest three methods of penalized
in linear regression model. The OLS is chosen to create the linear regression analysis such as ridge regression, lasso, and elastic net

regression model when the independent variable is less than the sample methods. The criterion to select the best method is minimum average
sizes. When the independent variable is larger than the sample size, it is mean square errors (MSE).

called high-dimensional data, thus the OLS could not estimate
parameter in this case. However penalized regression analysis has been
proposed for estimating parameter on linear regression model based on 2. PENALIZED REGRESSION ANALYSIS

high-dimensional data. Using high-dimensional ~with penalized Penalized regression analysis is considered in form of multiple

regression, a multiple regression model is fitted by using bone mineral linear regression model depended on dependent variable and
density as dependent variable and genome-wide DNA-methylations as 9 P P )

independent variables. (Lien et al., 2018) independent variable (X) . The multiple linear regression models can
Ridge regression, lasso, and elastic net are known in a class of be written in matrix form as
penalized regression analysis. The ridge regression was proposed by y=XpB+¢&:

Hoerl and Kennard (1970) that was a popular estimation of regression

with  multicollinearity among independent variables. When where
multicollinearity occurs, OLS is unbiased estimator, and variance is
high value. By adding a constant value of bias to the regression
estimates, ridge regression reduced the standard errors.

Lasso (least absolute shrinkage and selection operator) was
introduced in order to improve the prediction accuracy and
interpretability of regression models by altering the model fitting
process to select only an independent variable for using in the final
model rather than using all of them. It was developed by using the
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p

is number of independent variables.

Normally the coefficient of multiple linear regression models
can be estimated by the ordinal least squares (OLS) method from

,@:argTini(yi —Zﬂjxij)z = (X"X)*XTy.

For high-dimensional data, when the number of independent
variables is larger than sample sizes (p > n) , the matrix X" X is a

singular matrix, thus it can’t be calculated inverse matrix. It follows
that we can’t estimate the estimator from OLS method.

Al of the above mentioned estimation procedures are from the OLS
of view. It is also possible to consider the penalized regression analysis.
This method can be viewed as a number of independent variable more
sample size depend on the penalty function.

2.1 Ridge Regression Method
Hoerl and Kennard (1970) proposed that potential instability of the
OLS estimator could be improved by adding a small constant value

T
(A) to the diagonal matrix X X before taking its inverse. The result
is the ridge regression estimator as

P T ANy T
B.= (X' X+41_ )" X"y.
Ridge regression places a particular of the constraint on the parameter

(,BR) is chosen to minimize the penalized sum of squares :

Zn:(yu -

i=1

3. = argmin
- B

p p
DBX) A B[ A>0.
j=1 j=1

P
Where the penalty term is ,12 ﬁjz , the tuning parameter serves A
j=1
to control the amount of shrinkage. It can be used to obtain an estimated
parameter with smaller mean square error. The cross-validation method
is chosen to find the smallest tuning parameter (/1) that yields the
generalized cross-validation prediction error (Boonstra et al., 2015).

2.2 Lasso Method

Lasso method is the most widely used method for choosing which
independent variables is to select as the stepwise selection, which only
improves prediction accuracy in certain cases, such as when only a few
independent variables have a strong relationship with the dependent
variable. Also, at the time, ridge regression was the most popular
technique for improving prediction accuracy. Ridge regression improves
prediction error by shrinking large regression coefficients in order to
reduce overfitting, but it does not perform independent selection.

Lasso is able to achieve both of these goals by forcing the sum of
the absolute value of the regression coefficients to be less than a fixed
value, which forces certain coefficients to be set to zero, effectively
choosing a simpler model that does not include those coefficients
(Tibshirani, 2011). This idea is similar to ridge regression, in which the
sum of the squares of the coefficients is forced to be less than a fixed

value. The Lasso estimator ([}L) proposed by Tibshirani (1996)
following:

. n P P
B =argmin| D (y, - D AX,) +AX|B|].2>0.
B i=1 j=1 j=1

P
Where the penalty function is /12|:31 | the tuning parameter A
j=1

determines the [3L that shrunk towards 0. The cross-validation method

is used to try out different values of A, while the other data are used to
assess the predictive performance of models of the different
complexities. Lasso estimators for all values of A can be computed
through a modification of the LARS algorithm (Efron et al., 2004).
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2.3 Elastic Net Method

Zou and Hastie (2005) proposed a new regularization technique
that called the elastic net. Elastic net method is to combine between
ridge regression and Lasso method that it does automatic variable
selection and continuous shrinkage, and it can select groups of

correlated variables. Elastic net estimator (ﬂE) is estimated as the

following:
n p P P
B. = argminl:Z(yl —Z:,BJXU)2 + ﬂp1§:|,8J | +222ﬁf}
B i=1 j=1 j=1 j=1
0< A+, <L

Elastic net penalty is a convex combination of the ridge and lasso
penalty. When 3 =0 , the elastic net becomes simple ridge

regression. The tuning parameter A and A, are selected by cross-
validation (Hastie et al., 2009).

3. SCOPE OF RESEARCH

The scope of this research is considered as follows:
3.1 Generate residual (g) from multiple linear regression models

from 3 distributions.
3.1.1 The normal distribution is generated from mean (1)

(o) 2

N(z,6°) = N(0,1), and N(0,9). The normal distribution
1

function is
A=
f(e)= e 2( i j
o~2x

3.1.2 The contaminated normal distribution is generated from the
normal  distribution N (¢, 0-12) = N(0,1), and percent of

contaminated data as 10% (p'=0.1)
N(z,02)=N(0,25) and N(0,100). The contaminated
normal distribution function is

f(e) = @=pIN(x,07)+p'N(u,07) -
3.1.3 The Weibull distribution is generated from scale factor (cr)

and standard  deviation in sets such as

, 0 < & <0,

on normal distribution

1 shape parameter (/3) 3and 5 or called W (e, ) = W(L,3)
and W (1, 5). The Weibull distribution is given by
g1 (&Y
f(z)= ﬁ(f) o)
a\a

3.2 Generate independent variables () from normal distribution

,—00 < & < 00,

with N(zz,5°) = N(0, 2). The number of independent variables
(p) are focused on 11,12, 13, 14 and 15 when sample sizes () is
specified by 10. Another group of sample sizes (n) is defined by 15,

and the number of independent variables ( p) is defined by 16, 17, 18,

19 and 20.
3.3 Define regression coefficient (/3) as one for all situations.

3.4 The dependent variable (Y) is obtained fromy = X S+ ¢ .

3.5 The R program is used to generate data at 1,000 replications for
each case.
3.6 The criterion is considered the mean square errors between

simulate data (Y) and estimated data (9) that can be computed by

Z(y| _9i)2
MSE = &+———,
n
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4, RESULTS

The results of this research are presented the average mean square
errors based on ridge regression, lasso, and elastic net. Table 1-3 are
shown the various residuals such as normal, contaminated normal,
Weibull distribution.

TABLE 1 : The average mean square error on normal distribution
(N (g, o%)) » sample sizes (n) , the number of independent
variables (p) of ridge regression, lasso and elastic net methods.

Code 049
Residuals | N p Ridge Lasso Elﬁzttic
11 | 8421847 | 7397596 | 739.7215
12 | 898.0900 | 800.8394 | 807.3138
10 | 13 | 7780641 | 699.6539 | 693.9046
14 | 8524576 | 790.1886 | 779.9636
10%, 15 | 7944773 | 711.0069 | 711.9731
o; =100 16 | 8522075 | 792.8478 | 779.8263
17 | 855.6464 | 791.9745 | 801.3105
15 | 18 | 8725684 | 811.1464 | 808.3667
19 | 8956993 | 8102871 | 796.7144
20 | 9054148 | 859.8209 | 863.7218

Residuals n p Ridge Lasso Ekalzttic
11 27.6467 6.2450 4.8227
12 30.0424 8.5207 6.4655
10 13 31.8397 8.9704 7.2823
14 33.7792 11.7642 9.6232
15 36.3571 14.5881 11.3298
N(0,)
16 39.8654 7.1738 4.8367
17 40.8375 9.8699 6.6379
15 18 43.4204 10.7431 8.5590
19 45.0963 13.6072 10.5857
20 47.8418 15.4750 11.4757
11 33.2892 11.4343 9.8586
12 36.2911 13.0946 11.2592
10 13 38.1075 14.4731 12.6249
14 39.8210 17.9240 14.3015
N (0’ 9) 15 41.8102 18.8864 16.3756
16 45.7509 13.0236 10.1875
17 46.8766 15.7449 12.5993
15 18 49.3107 16.5633 14.1860
19 51.1913 18.9570 15.8870
20 53.7133 21.0638 16.5765

From Table 1, the elastic is presented the minimum average mean
square errors for all sample size when the residuals are simulated from
normal distribution. When the independent variable is large, the average
mean square error is large too.

TABLE 2 : The average mean square error on contaminated normal
distribution with percent and variance of contaminated data , sample
sizes (n) , the number of independent variables ( p) of ridge

regression, lasso and elastic net methods.

Residuals n p Ridge Lasso Elizttic
11 | 77.6205 49.4937 49.4778

12 | 815141 54.3089 52.3294

10 | 13 | 76.5887 48.6484 47.1712

14 | 83.6092 56.9226 54.3684

10%, 15 | 80.8305 54.3198 51.7821
0'22 =25 16 87.6211 56.1982 51.4032
17 | 89.2121 56.0319 52.2743

15 | 18 | 93.6419 62.4168 57.9068

19 | 94.8645 58.6434 55.9436

20 | 97.6708 61.0101 59.8755
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From Table 2, the elastic is presented the minimum average mean
square errors for all sample size when the variance of contaminated data
is 25. When the variance of contaminated data is large, some case of
lasso show the minimum average mean square errors.

TABLE 3: The average mean square error on Weibull distribution
(W (x, 3)) » sample sizes (N) ,the number of independent variables

(p) of ridge regression, lasso and elastic net methods.

Residuals n p Ridge Lasso Elzzttic
11 34.1418 11.8084 10.0682

12 35.9092 13.5087 11.6946

10 13 37.4478 15.2590 13.0802

14 40.1458 17.5545 15.5832

W (l, 3) 15 42.6393 19.4498 17.0847
16 45.8025 11.9634 9.9336

17 47.9186 16.9710 12.6808

15 18 49.3024 16.9777 13.2299

19 50.7277 18.9437 15.7200

20 53.2725 22.1116 17.3166

11 46.5962 21.1480 19.7157

12 48.1250 24.3577 21.3607

10 13 49.6316 24.5045 22.0646

14 52.5075 27.8925 25.8245

W(L5) 15 55.2659 29.3421 27.1035
16 58.1672 23.4177 21.5652

17 60.4853 28.7203 24.3836

15 18 61.8641 30.2465 25.5338

19 62.6749 30.6176 26.8236

20 65.7522 33.3725 29.4614

From Table 3, the elastic is presented the minimum average mean
square errors for all sample size when the residuals are simulated from
Weibull distribution. When the independent variable is large, the
average mean square errors are large as normal distribution.

5. CONCLUSIONS

In this research, we focused on the multiple regression model
when residuals are generate on normal, contaminated normal, and
Weibull distribution. The ridge regression, lasso, and elastic net are
used to estimate parameter on multiple regression models via high-
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dimension data. The elastic net method is a good performance when the
residuals are generated on normal and Weibull distribution in all cases.
Therefore, the lasso method is a good fit when the residuals are played
on contaminated normal distribution in some case especially large
outlier data. The results are shown that the lasso and elastic net are
superior over ridge regression methods. It is expected because the lasso
and elastic net consisted of tuning parameter on the penalty function
which controlled the interpolating function. On future work, we may
focus on Bayesian lasso and Bayesian elastic net to use an expanded
hierarchy with conjugate prior for the multiple regression models.
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Payment Data: Stylized Facts and Private Consumption Indicators?
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ABSTRACT

Payment data are able to reflect consumers’ spending and go hand-in-hand with economic activities. In the paper, stylized facts are analyzed and
presented, also the relationship between payment data and private consumption over time is assessed. Evidently, it is found that card usage has shown
a decline in trend, for both value and number of transactions while electronic banking transactions are on the rise. On payment methods, cash
transactions are still in preference, followed by cards and electronic banking payments respectively. Regarding the construction of private
consumption indicator by using payment data, indicators derived from payment variables are coincident with the private consumption expenditure,
with some degree of robustness (correlation coefficient greater than 0.5). Such findings suggest that payment data can be used as an alternative
indicator for not only tracking private consumption, but for monitoring changes in payment behavior of spenders in general.

Keywords: payment data; private consumption; spending

1 INTRODUCTION (1) Credit Card Summary (CCS)
- . o o . (2) Card Usage Summary (CUS)
Payment systems facilitate economic activities, by linking trading (3) Electronic Banking Summary (EBS)

of goods and services with settlement process. Recently, a number of
countries have begun utilizing payment data for contemplating private

consumption and predicting economic growth since the data can reflect o0 ayajlable. To apply payment data for private consumption tracking,
consumers’ spending as well as being timely available. Galbraith and understanding definition and context of payments are prerequisites. The

Tkacz (2015) studied the use of payment data to forecast the Gross gy jizeq facts derived from each dataset will be individually presented in
Domestic Product (GDP) of Canadian economy by exploiting debit & subsequent sections.

credit card transactions and cheque clearing data where such data
mirroring private consumption representing the main composition of the 2.1  Credit Card Summary (CCS)
GDP. Following a similar study by Verbaan et al. (2017),_debit card Credit Card Summary (CCS), the dataset captures credit card
payment data was adopted to forecast and nowcast consumption growth transactions composed of domestic and oversea card spending including
in the Netherlands. Findings from two studies are relatively similar in - cash agvances in terms of value and volume (number of transactions).
the sense that by encapsulating debit card data in the model, it helps  Gyer the time span, it portraits a rising trend but at diminishing rate due
improving predictive power by reducing root mean squared error 4 the BOT had enforced tightening policy on credit card approval
(RMSE). Apart from scholastic researches, the Bank Indonesia (BI) has (gigure 1) for the sake of curbing soaring household debts. Later, during
constructed |n.d|cators fqr tracking private  consumption through 2016-17, value of total spending per transaction had declined for the
payment data, it’s also being used for assessing developments of non- reason of changing consumers’ behavior. Shoppers have rapidly shifted
cash transactions in different parts of the country. The study revealed i hyrchasing pattern from onsite shopping to online transactions. It
the majority of Indonesian still prefer cash transactions, despite supports s gpvious that more and more transactions had taken place online yet in
from the government to promote non-cash payments since 2004 |ess value per purchase. This explains the falling off in value per
(Peranginangin, 2017). . transaction (Figure 2). When mining credit card statistics in depth, the
In Thailand, payment data prepared by the Bank of Thailand, has  gata ynearths that majority of domestic spending are from high-income
been primarily used for monitoring payment systems stability. Rungsun  cargholder (Figure 3), nevertheless, those income range information was

et al. (2007) examined the relationship between payment data and submitted for card application purpose and it has not been updated as
economic and financial transactions. What can be concluded from the

Regarding the payment datasets, details of payment dimensions
such as transaction type, card type and payment instrument or channel

L ; time went by.
study is interbank cheque and credit card data can be used to track
economic activities. Contradictorily, there was no relationship between Trillion Bah P
electronic funds transfer data and state of the economy. With the benefit ;0 ton Balt 187 ’“ygé

of hindsight, such findings were likely to be resulted by effects of data 17.3
constraint during the observation period. Unlike these days, consumers

have increasingly accessed financial services through electronic devices L3 11. 15
or online channels. Besides, those electronic payment data has been
compiled regularly (monthly basis) since 2005 and being handled for 1.0 = 10
economic analysis purposes. —

The paper is divided into 3 parts. The first section reveals stylized 0.5 B | 5
facts of card usage and electronic banking data. The second part covers I I I
correlation testing, explanatory variables — payment data and obtained 0.0 6~ B o O e o oT o O 0
results — the correlation coefficient with private consumption. The final E R @ Lizs=a=z533¢=
portion discusses conclusion and recommendation for further study. A

Cash Advance ——— Oversea Spending

2 PAYMENT DATA AND STYLIZED FACTS mmmn Domestic Spending O Tota] Value (%ayoy) (RHS)

The Bank of Thailand (BOT) has collected payment data since Figure 1: Value of credit card spending and grovv[h (%yoy)
2005. By law and regulations, financial institutions and electronic classified by transaction type

payment service providers are obligated to report transactional data in
aggregate format to the BOT, the reported payment data are basically
compiled as parts of payment systems statistics and published on the
BOT website. In the study, 3 payment datasets comprising as follows
are analyzed:

*Some contents of this paper were published in Panyamanotham (2018),
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Figure 3: Domestic spending by credit card
classified by cardholder income range

2.2 Card Usage Summary (CUS)

Apart from credit card data, the CUS has other cards information
contained. Basically, the CUS embraces debit, credit, ATM and other
type of card usage, i.e., personal loan cards. From the perspective of
data report, unlike the CCS where a bulk of data providers are banks
and card services companies, CUS has additional data contributors — the
Specialized Financial Institutions (SFIs). The CUS, thus, is a
comprehensive dataset for card usage transactions.

By comparing cards classified by card type, in terms of usage, the
stylized fact reveals that in 2017 the combination of ATM and debit
cards usage in value account for 88% of total usage, followed by credit
and other cards with shares of 11% and 1% respectively. Regarding the
channel, card usage is made through ATM/ADM/CDM, especially for
cash withdrawals and advances transactions. Owing to this, it is fair to
conclude that people are still in favor of cash transactions.

Year after year, card usage has shown a declining trend in value
and number of transactions, remarkably transactions related to “funds
transfer” (Figure 4, 5), caused by consumers’ adoption of online funds
transfer. It is observed that such technology has lent some supports to
enhance growth in both value and volume of transactions via “mobile
phone” in particular. For greater details, further discussion is in the next
part.
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Figure 5: Volume of card usage classified by transaction type

2.3 Electronic Banking Service Summary (EBS)

Electronic Banking Summary (EBS) is a dataset which gathering
all transactions done through electronic or online channel (e-Banking),
however, it does not include card usage transactions. Factually, major
transaction purposes cover funds transfer (46%), payment transaction
(35%) and payroll (13%). Empirically, most transactions were
conducted via Internet Banking?, followed by Direct Credit? and Mobile
Banking?®. (Figure 6)

Regarding the prevailing mobile banking technology, e-Banking
transactions done through this channel has increased substantially in the
past three years from 2015 to 2017 (Figure 7) and become the most
popular channel in 2017, with a share of 59.7%. Factors supporting the
success are 1) an introduction of PromptPay* Scheme in mid of 2016 by
the BOT that offering quick, convenient and secure payments with
minimal or no fees, 2) an increase in rate of people’s smart phone
possession where mobile phones have become parts of their lives and 3)
consumers’ confidence in online security related to financial
transactions.

! Internet Banking is an electronic banking transaction by customers through computer network,
excluding all card usage transactions through online channel.

2 Direct Credit is an electronic transfer system which enables a payer transfers funds directly
into bank account of a payee. It is commonly used by employer to make a transfer of periodic
compensation to employees’ account.

% Mobile banking is a service provided by Financial Institutions which allow customers to make
financial transactions on a mobile device (cell phone, tablet, etc.).

4 PromptPay, initiated by the Bank of Thailand in collaboration with the Government, is a
service that enables one to receive and transfer funds, using Citizen ID or mobile phone
number instead of a bank account number, via electronic channels — namely internet banking,
mobile banking and ATMs.
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Figure 7: Volume of e-Banking transaction classified by service type®

Stylized facts derived from three payment datasets can be
concluded as 1) card usage has declined in volume and value, while
electronic banking transactions are boosted by changing consumers’
behavior since 2015, shifting from card-based funds transfer to
e-Banking based transactions and 2) Evidently, cash transactions are
preferred mean of payments for daily spending relative to credit card
and electronic banking (Figure 8).

= Cash Withdrawals by card
Credit Card Spending

= Payment through e-Banking

Figure 8: The share of cash withdrawals by card, credit card spending
and e-Banking payment transaction in 2017

3 PAYMENT DATA AND PRIVATE CONSUMPTION

Private Consumption Index (PCI)®, a monthly tracking indicator,
is constructed by the Bank of Thailand (BOT) for monitoring quarterly
Private Consumption Expenditure (PCE). In this section, the focus is on

5 By e-Banking service type, others are referred to 3 service types such as Telephone Banking,
Office/PC Banking and Other.

6 Private Consumption Index (PCI) is a monthly indicator constructed from various economic
variables, for instance, Sales of goods and services, Sales of car and motorcycle, Import of
textiles, Household electricity consumption, Sales of benzene, gasohol and diesel and
Tourists” expenditure.
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employing payment data as supplementary indicators for tracking the
PCE by justifying certain payment data that can be applied to ensue
state of the economy. It follows that those selective data are then paired
with private consumption variables, in form of, the rate of change
(%yoy). By measuring value of Cross-Correlation Coefficient of the
pairs, it demonstrates explanatory capability or reflectivity of selected
variables proceeding hand-in-hand with private consumption. In the
paper, if values of Cross-Correlation Coefficient is greater than 0.5, it
implicates those payment data variables can serve as good indicators.

3.1  Methodology

Cross-Correlation Coefficient (r) is a measure of similarity of two
series as a function of the displacement of one relative to the other. The
value lies between -1 and +1 indicating the degree of linear dependence
between two series. If the value approaches -1, implies an inverse linear
relationship. Conversely, if the value inclines to +1, indicates a positive
linear relationship. The Cross-Correlation Coefficient formula is:

NEXY, — (ZX)EY)

Jnzxe- @ xm sy - (en))

Txuv

where Xy, is covariance of X; and Y; divided by product of
standard deviations

X, is payment data variables (i =1, 2, 3, 4)
Y; is private consumption expenditure (PCE) (=1, 2, 3, 4)
N is number of observations

Cross-Correlation Coefficient can also indicate characteristic of
payment data variables that could be leading, lagging or coincident
indicators in relation to the PCE. There are 3 possibilities as follows:

Case 1: If Cross-Correlation Coefficient is highest at period t + i
(i > 0), regarding this, payment data variables are leading indicators for
the PCE — described as payment transactions taken place before private
consumption (occurred ahead of an i period).

Case 2: If Cross-Correlation Coefficient is highest at period t,
regarding this, payment data variables are coincident indicators for the
PCE — described as payment transactions taken place at the same time
as private consumption occurred.

Case 3: If Cross-Correlation Coefficient is highest at period t - i
(i > 0), regarding this, payment data variables are lagging indicators for
the PCE - described as payment transactions taken place after private
consumption (occurred after an i period).

3.2 Variables

In this paper, payment data variables (X;) are explanatory
variables. Data available quarterly from 2005 to 2017 in aggregate
value. To eliminate inflationary effects over time, those variable are
technically deflated by the Consumer Price Index (CPI). Descriptions of
variables are shown below.

(1) Credit Card Spending (X,) is drawn from the CCS. The data
covers all domestic spending made by credit cards. The variable is
anticipated to well mirror the consumption since the purpose of credit
card purchase is mainly for goods and services consumption.

(2) Credit and Debit Card Usage at the POS- point of sales (X,) is
drawn from the CUS. The data covers domestic purchase of goods and
services by credit and debit card through the EFTPOS’. The variable is
anticipated to reflect consumption via card usage where the “Credits”
accounts for 80% of aggregate spending, nonetheless, it shows a
diminishing trend, whereas the “Debits” have continually gained more
share in payments.

(3) Cash Withdrawals and Advances by card (X3) is drawn from
the CUS. The data covers transactions including cash withdrawals and
advances for all card types through ATM/ADM/CDM machines. One
obstacle to be noted, it is not feasible to identify transaction purpose
accurately, for instance, if one has withdrawn cash from the ATM, it is
not possible to justify whether such transaction is done for liquidity
purpose (cash holding), spending or cash transfer to third party /
repayments.

(4) Payments through e-Banking (X,) (excluding card usage) is
drawn from the EBS. The data covers goods and services payments

" EFTPOS = Electronic Funds Transfer at Point of Sales
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made by residents via electronic banking services. Channels are
confined as follows: (1) Internet Banking, (2) Mobile Banking, (3)
Telephone Banking, (4) Office & PC Banking and (5) ATM. The
variable is anticipated to exhibit growing momentum, and expected to
have increasing role in comparison to cash and card payments in near
future.

For “Explained Variable”, the quarterly Private Consumption
Expenditure (PCE) (Y;), compiled by the National Economic and Social
Development Board (NESDB), is adopted. Since the PCE is compiled in
real term and the variables are also deflated, so the measurement of
coefficient will not be distorted by price effects. The model logically
includes total PCE and its components (value in real term) such as the
PCE (Y;), Non-Durable PCE (Y,), Semi-Durable PCE (Y;) and Service
PCE (Y,) but excludes the Durable PCE since it accounts for 55% of
vehicle purchases — where majority of the purchases financed by loans
and paid by cheque or cash.

3.3 Result

From empirical findings, a terse conclusion can be explained as
the defined payment variables are coincident with the PCE and all of its
components — in growth term, as evidenced that the Cross-Correlation
Coefficient has reached its maximum at period t, connoting payment
transactions correspondingly echo present consumption. Results from
the Table 1 can be succinctly described as:

1) Credit Card Spending (X;) tends to correlate with the PCE
(Y;) and its components Y,, Y; and Y,, with correlation
greater than 0.5 ;

Credit Card and Debit Card Spending at POS ( X, )
exclusively gravitates towards the Semi-Durable PCE (V) ;
Cash Withdrawals and Advances by card (X5) and Payment
through e-Banking (X,) move well with the PCE (Y;) but not
its components.

2)

3)

Table 1: Correlation between payment data variables and PCE

DATASET CCS CUS EBS
Variables Credit Credit card Cash Payment
card and debit card | withdrawals | through
spending spending at and e-Banking
the point of advances
X (%)
) sales by card ¢
(X2) (X3)
PCE (Y;) 0.59 0.45 0.62 0.71
PCE (Non- 0.55 0.31 0.33 0.45
Durable)
(Y2)
PCE 0.56 0.52 0.37 0.36
(Semi-
Durable)
(Y3)
PCE 0.57 0.46 0.48 0.43
(Service)
(Y2)
Note: Values in Table 1 referred to correlation coefficient between
X;and Y.
4 CONCLUSION

Stylized facts derived from 3 payment datasets (CCS, CUS, and
EBS) reveal that people still prefer cash transactions, confirmed by the
records of card usage for cash withdrawals and advances through
automated machines - ATM/ADM/CDM. On one hand, card
transactions have clearly presented a downward trend, on the other
hand, electronic banking services, to be precise “funds transfer”, are
prospering. Regarding the adoption of payment data variables as
supplementary source to follow-up private consumption, it can be
concluded that (1) Domestic Credit Card Spending, (2) Cash
Withdrawals and Advances by cards via machines and (3) Payments
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made by residents through e-Banking services: some of payment data
variables exhibit robust relationship (highly correlated) with private
consumption that is pro-cyclical.

One worth point to be mentioned is under the current payment
data structure, transaction purpose, in other words, spending purpose
cannot be identified, i.e., purpose of cash withdrawals or funds transfer
transactions. As payment technology has advanced unstoppably, and in
order to adopt new payment data to monitor economic conditions,
changing consumers’ behavior in payment patterns should be taken into
account. With regards to the first Payment Systems Act launched in
2017, yet effective from April 2018 onwards, a new set of payment data
report is designed to reduce previous data constraints as well as being
able to cope with fast changing payments ecosystem, for instance, the
reports cover modern payment methods, business type of merchant and
location of services. Thus, the newly acquired data will enable the BOT
to monitor, oversee and regulate payment systems stability more
effectively. In addition, these data will be useful for research works and
economic analytics in a more profound manner.

On top of things, central banks around the globe have expressed
their interests to exploit new data combined with existing database to
track economic activities. This will generate unusual perceptions for
data users, for example, Spain, Italy and the U.S. have embraced
searching words from Google Trends application to catch economic
pulses. Presumably, those words could reflect consumers’ interest of
something at each point of time. As for Thailand, the BOT has made
experiments by using micro-data of funds transfer — classified by
transaction purpose “Payroll” to follow footprints of private
consumption based on the ground of disposable income. Furthermore,
the BOT has explored the possibility to work on large volume data, with
high granularity (Big Data), which is timely available, for policy
researches. This kind of data would have brought advantages for
policymakers to be able to monitor and project the economy with better
foresight. Unlike in the old days, decisions were solely based on macro-
economic data obtained from central data administration unit with 1-3
month lag time. Due to such constraints, it unintentionally limited the
efficacy of policies. From data usage aspect, to attain the best of both
worlds outcome in time to come, an integrated use of existing and new
formatted data would yield a synergistic result for policymakers by
enhancing analytical capability based on new data dimension which
helps deepening the understanding of state of economy in a well-
rounded manner. By conceiving different features of data that were once
imperceptible will exalt the likelihood of policy decisions to achieve
favorable consequences in proactive and reactive ways.
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ABSTRACT

The low-frequency volatility has been used as the indicator of the change in the financial market stability due to the macroeconomic situations.
Previous studies estimated this volatility by applying spline function to the series of financial assets’ returns and using an information criterion to
specify the optimum number of knots. However, some studies especially in case applying natural cubic spline function to estimate the low-frequency
volatility mostly selected the number of knots subjectively. Therefore, this study tried to compare the performance of two widely used information
criteria, Akaike’s Information Criterion (AIC) and Bayesian Information Criterion (BIC), for selecting the number of knots of natural cubic spline
volatility model. The results of the Monte Carlo simulation found that BIC selected the less number of knot and under-parameterized the model while
the empirical results shown that AIC was likely to use too many number of knots and over-parameterized the model.

Keywords: Volatility; Natural Cubic Spline Function; Number of knots; Information criteria

1 INTRODUCTION

Financial volatility is one of key indicators of market stability.
The higher volatility indicates that the index of the stock market has a
wider range of changing and potential losses are higher. Therefore,
some investors may not be able to withstand that risk and decide to
delay their investment. During low volatility, the stock market index
also changes but slightly. The market is more stable and the value of
possible losses is lower. So investment banks can reduce their reserve
requirement due to reduced risk. According to the influences of
volatility in the stock market on investment, most investors consider
volatility to be an important information for their decision-making.

Financial volatility cannot be measured directly like weight or
height. Thus, there are so many approaches to estimate volatility
through it proxy, return series. Those approaches were different to each
other due to the objective of each study (Poon, 2005). Among those
studies, they found that spline function is a suitable function for
modeling the low-frequency volatility (Farida et al., 2018; Laipaporn &
Tongkumchum, 2017; Engle & Rangel, 2008). Those study assumed
that the financial volatility was hypothetically divided into two parts.
The low-frequency volatility was defined as the slow-moving part of
financial volatility, indicating the long-run change of market stability
(Engle & Rangel, 2008). Additionally, it governed the cyclical moving
of the financial volatility (Awalludin & Saelim, 2016) and related to the
change of the macroeconomic factors (Engle & Rangel, 2008). Though,
it differed to the other part, the high-frequency volatility that indicated
the change of the index according to the most recent information.

To apply spline function for estimating volatility, the previous
studies have shown that using the too many number of knots might
provide overfitted model (Engel & Rangel, 2008). Therefore, it needed
to define an appropriated number of knots that provided the most
explainable volatility model. Engel and Rangel (2008) used Bayesian
Information Criterion (BIC) for selecting the number of knots of the
exponential quadratic spline function in low-frequency volatility
estimation, differed to Liu et al. (2015) which used Akaike’s
Information Criterion (AIC) with the same function. Some studies, such
as Farida et al. (2018), Laipaporn and Tongkumchum (2017) and
Awalludin and Saelim (2016), subjectively chose the suitable number of
knots of the natural cubic spline functions for their volatility model.

This study tried to apply the information criterion for selecting
the number of knots of the natural cubic spline volatility model
followed Laipaporn and Tongkumchum (2017). The performances of
two widely used information criteria, AIC and BIC, were assessed by
the Monte Carlo simulation to identify which information criteria was
suitable for specifying the number of knots in natural cubic spline
volatility model. Furthermore, the empirical results of using these two
information criteria for selecting the natural cubic spline volatility
model among various number of knots of two stock market index, Stock
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Exchange of Thailand index(SET) and Strait Time index (STI), during
1997-2017 was also presented.

This paper is organized as follows. Section 2 describes data and
methodology used in this study. Section 3 and section 4 informs the
Monte Carlo simulation result and the empirical results of the natural
cubic spline volatility of two stock market index respectively. The last
section is a conclusion.

2 METHODS

This study might divide into 2 parts. The first is Monte Carlo
simulation. This simulation was conducted to compare the performance
between two information criteria in selecting number of knots in natural
cubic spline volatility model given the true volatility was previously
identified. The information criteria which provided the volatility model
that better fitted to the given volatility was indicated as the preferred
criteria. Another part of this study was applying the information criteria
for specifying the natural cubic spline volatility model of each stock
market index. The details of data and methodology were described as
follows.

21 Data

2.1.1 Simulated returns series

This study assumed that the daily returns series (R;’) had zero
mean. Each series which contained 5,000 daily returns indexed by
trading day (t), was simulated as the multiplicative combination of two
components, the known volatility and the noise series, which
parameterized by the following formula.

(€8}

According to Engel and Rangel (2008), the low-frequency volatility was
the unconditional volatility, which was not constant but gradually
changed by the time. Consequently, three kinds of pre-specified
volatility ( o/ ), which included the low fluctuated volatility, the
moderate fluctuated volatility and the high fluctuated volatility, were
assumed as an additive combination of a single sinusoidal function of
time, trading day (t), followed Saejiang et al. (2001). j identified the
kind of these volatilities. Besides that, the 100 series of random noise
e, all were assumed having fat-tailed distribution, were generated by
transforming the white noise, z, followed Huber (1964) as this formula.

[ R I
R =o;&

c+a(zi-c)
7t
—c+a(zi+¢c)

@

&=

The constant values ¢ and a were 1.25 and 2.5, respectively. Totally
there were 300 simulated returns series in this simulation. These three
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pre-specified volatilities and three absolute returns series from 300
simulated returns series with respect to each pre-specified volatility are
shown in Figure 1.

%

volatility (a) Low fluctuated volatility

absolute return:

(b) Moderate fluctuated volatility

2'———\/\/\/\/\

(c) High flutuated volatility

T
0 1000

T T T T
2000 3000 4000 5000

trading day

Figure 1: three kinds of pre-specified volatility with the example of
the absolute returns series of each volatility

2.1.2 Returns series of two stock markets index

The index of two stock markets, SET and STI, during 1997-2017
were obtained from yahoo finance website. The daily returns of each
stock market index were calculated as following equation.

Iy
R, =log— (©))
It—l
Where R, is the log return and I, is the daily stock index at time ¢.
Time series plots of daily stock index and their corresponding daily
absolute returns are shown in Figure 2.
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Figure 2: Time series plots of the Stock Exchange of Thailand index
and the Strait Time index with their daily absolute returns
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2.2 Natural cubic spline volatility model

Spline function has been an attractive and flexible non-parametric
method for curve estimation (Silverman, 1985). This function has been
used for approximating the shape of curvilinear function without the
necessity of pre-specifying the mathematical form of the function (Suits
et al., 1978). The natural cubic spline function was a spline function that
was linear in the distant past and future and practically fitted to the
dependent variable for extracting the variation pattern of that series
(Wahba, 1975). In financial context, the natural cubic spline function
has been widely used as an interpolation technique to estimate yield
curve of the financial assets (Hastie et al., 2009; Greene, 2002; Engle &
Russell, 1998).

Laipaporn and Tongkumchum (2017) used natural cubic spline
function for modeling volatility. This model supposed that the returns
series had two multiplicative components The first component was the
conditional volatility (S;) which was modeled by the natural cubic spline
function with equi-spaced knots and the second component was white
noises (Z;). Thus, the returns and volatility models were parameterized
as follows.

Ry =S:Z; ()]
14
St=a+bt+2ck(t—tk)§r )
k=1

where t denoted time which t; < t, < ... < t, were specified knots and an
additive term, (t — x). was t — x for t > x and zero otherwise. Since this
spline function was linear outside the boundary knots, t; and t,, the
coefficients of quadratic and cubic were 0 for t < t; and t > t,. To satisfy
these constraints, the cubic spline functions in equation 5 became

p
t, —t
- 3 "k 3
St = a+bt+ZL‘k [(t_tk)+ _%T(t—tp_l)*'
k=1

p—1

(6)
t_,—t
i L tp)i]
b =ty

The parameters of this function were estimated by maximizing
the log likelihood function with respect to the returns series. The log
likelihood function (L) was defined as follows,

n RZ
= E - __t
L t_l[ log(s,) 253]

where S; was natural cubic spline volatility following the equation 6 and
R; was the return on day t.

2.3

(7

The set of the number of equi-spaced knots

Number of knots effected the estimated natural cubic spline
volatility. Increasing number of equi-spaced knots provided the
volatility model that was more fitted to the returns series. Successively,
the estimated volatility with respect to that model became more varied.
However, in order to prevent overfitting, the volatility model needed an
optimal number of knots. To obtain that number, first was setting the set
of possible number and second was electing the appropriate number by
the selection criteria.

The natural cubic spline function required two boundary knots.
Thus, the first member in the set of possible number was 3. With 3
knots, the whole returns series were separated into 4 parts. To increase
the knots from 3 knots to the next one, the additional knots were put in
the middle of each separated parts. So the next number in the set was
3+4 = 7. By repeating this procedure, the members in the set of number
of knot consequently included 3, 7, 15, 31, 63 and so on.

2.4 The number of knots selection criteria

Increasing number of knots was increasing more parameters in
the natural cubic spline volatility model. It made the volatility model
more sensitive to the changes of daily returns. Generally, root mean
squared error (RMSE) was used to indicate the goodness of fit of the
model. It shown how well the estimates was fitted to the observed data.
Therefore, this study employed RMSE for selecting number of knots
that made the natural cubic spline volatility model most fitted to pre-
specified volatility not to the simulated returns and the number of knots
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that gave the least RMSE was chosen as the preferred number. RMSE
was calculated as follows.

Z?(O_t - St)z (8)

n

RMSE =

where g, was the pre-specified volatility and S, was the estimated one.
In case of modeling unknown volatility, it could not apply RMSE
to indicated the optimum number of knots like the case of simulation.
The other criteria that have been used for specifying spline model in
previous studies were AIC and BIC (Engel & Rangel, 2008; Liu et al.,
2015). Both AIC and BIC were broadly used for specifying
parsimonious model from the set of candidate models (Burnham and
Anderson, 2002). These two criteria were formulated as follows.

AIC = —L+2P )

BIC = —L + Plog(n) (10)

where L is maximum likelihood value. P is number of parameters and n
is number of observations (Hastie et al., 2009; Venables & Ripley,
2002). The first term of two criteria was likelihood value which
indicated the goodness of fit of the model whereas the second term was
penalized term with respect to the number of parameters in the model.
The weight of penalized term of AIC was constant but the weight of
BIC was not constant. It was higher when number of observation
increased (Burnham & Anderson, 2002).

RMSE as well as AIC and BIC were calculated after each
estimation in Monte Carlo simulation, while only AIC and BIC were
calculated in empirical study. The lowest value of RMSE AIC and BIC
indicated the best approximate model according to each criterion.

3 MONTE CARLO SIMULATION RESULTS

Since each returns series in this simulation included 5,000 daily
returns, subsequently the maximum number in the set of number of
knots was 127. This number was obtained by trying to add more knots
until it did not provide the lower value of RMSE, AIC and BIC. So the
number of knots in the set included 3, 7, 15, 31, 63 and 127 knots.

All 300 returns series were used for estimating natural cubic
spline volatility six times with six different number of knots, so each
returns series had six candidate models and six values of RMSE, AIC
and BIC. Figure 3 is the boxplots that summarized the values of RMSE,
AIC and BIC obtained by this simulation. These three statistics were
grouped by the kind of pre-specified volatility of the simulated returns
series.
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Figure 3: boxplot summarized the values of AIC, BIC and RMSE of
the natural cubic spline volatility models with respect to
the pre-specified volatility and the number of knots

RMSE values precisely shown that the simulated returns series
generated from the same pre-specified volatility used the same number
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of knots for the appropriate natural cubic spline volatility model. The
optimum number of knots for low, moderate and high fluctuated
volatility possibly were 15, 31 and 63, respectively. This evidence
shown that the more fluctuate volatility needed the more knots for
natural cubic spline volatility model.

Comparing to AIC and BIC, the results shown that the optimum
number of knots indicated by AIC were more likely to the number
indicated by RMSE, differed to BIC which provide the smaller number
than the other two criteria.

After identifying the number of knots that provided the least
values of each criteria, RMSE and AIC specified the same number of
knots for all simulated returns series which were 15, 31 and 63 for low,
moderate and high fluctuated volatility, respectively. While BIC gave
several different number. Most of number indicated by BIC were less
than the number provided by the other two criteria.

These results implied that the number of knots indicated by BIC
provided the estimated volatility that was underfitted to the pre-
specified volatility when compared to RMSE, whereas AIC specified
the well fitted model. Details of comparison shown in Table 1.

Table 1: The number of knots the provided the least criterion’s value
classified by kinds of pre-specified volatility and knot selection criteria
(number of simulated returns series shown in the brackets)

Low Moderate High
Criteria fluctuated fluctuated fluctuated
volatility volatility volatility
RMSE 15 (100) 31 (100) 63 (100)
AIC 15 (100) 31 (100) 63 (100)
BIC 7(90) 7(96) 31 (100)
15 (10) 15 (2)
31(2)

4 RESULTS

The number of daily returns of SET and STI were 5135 and
5252, respectively. Likewise, the maximum number in the set of
number of knots was 127 and there were six candidate volatility models
for both series. Only AIC and BIC were calculated and compared. Their

values were shown in Figure 4.

38000
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39000 o & AIC A A
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41500 — \ STL
] &
42000 4, A .
300 H © AIC . S
43000 o * BIC B A
T T T T T T
3 7 15 31 i 127 knots

Figure 4: the values of AIC and BIC of the natural cubic spline
volatility models of SET and STI with respect to the number of knots

BIC values were likely to lower when applying the more number
of knots to the model. The natural cubic spline volatility model with 31
knots provided the lowest value of BIC for both series. However, BIC
values became greater for the volatility model with the number of knots
greater than 31. These BIC values still behaved like the values in Monte
Carlo simulation. They could specify the appropriate model from the set
of candidate models. Contrast to AIC, their values were smaller as
increasing the number of knots. They differed to the AIC values in
simulation which had a lowest value as a point for identifying the
appropriate model from the set of candidate models.

Figure 5 and Figure 6 shown the low-frequency volatilities with
their corresponding absolute returns series for both SET and STI series.
These volatilities estimated by the natural cubic spline volatility model
with 31 knots indicated by BIC, 127 knots indicated by AIC and 63
knots which subjectively selected.
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The same as simulation results, BIC was likely to under-
parameterize the model and the volatilities estimated by the model
specified by BIC poorly traced the daily returns variation. Meanwhile,
the number of knots indicated by AIC seem to provide too fluctuated
estimated volatility. The model specified by AIC became over-
parameterization.

S Volatility (31}
—— Volatlity (63)

SET

e Volatility (31}

ST —— Volatility (63)

L

T T B T
2000 2015 trading day

Figure 5: the low-frequency volatilities of SET and STI
in case of applying 31 and 63 knots with the natural cubic spline
volatility model and their corresponding absolute returns series

The estimated volatility by the model with 63 knots was higher
fluctuated than the volatility estimated by the model with 31 knots but it
was better to explain the variation of daily returns than another one
especially in the period during 2006-2008 as shown in Figure 5.

° — Volatility (63)
ST Volatility (127)

——  Volarility (63)

ST Volatility (127)

Ln

T T T T
2000 2005 2010 2015 trading day

Figure 6: the low-frequency volatilities of SET and STI
in case of applying 63 and 127 knots with the natural cubic spline
volatility model and their corresponding absolute returns series

The estimated volatility by the model with 63 knots was less
fluctuated than the volatility estimated by the model with 127 knots but
their capability to trace the changes of return variation were not
significantly different as seen in Figure 6. Therefore, the natural cubic
spline volatility models with 63 knots were selected from the set of
candidate models as the parsimonious model for estimating low-
frequency volatility for both SET and STI.

5 CONCLUSIONS

The results of the Monte Carlo simulation precisely shown that
BIC under-parameterized the model. This criterion specified the natural
cubic spline volatility model with the number of knot that provided
under estimated volatility. The empirical results also shown that the
low-frequency volatilities of SET and STI estimated by the model
which specified by BIC were less capability to trace the variation of
their daily returns.

AIC seemly performed well in Monte Carlo simulation. The
volatility models for each simulated returns series selected by AIC from
the set of candidate models were fitted well to the pre-specified
volatility. But empirical results shown that AIC provided too fluctuated
low-frequency volatility and over-parameterized volatility model.
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This study concluded that using BIC as number of knots selection
criteria made the natural cubic spline volatility model under-
parameterized. However, it needed more consideration for using AIC as
a criterion for specifying the number of knots of natural cubic spline
volatility model.
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Abstract

Process capability analysis is to measure how well a process performs and to quantify process variability. It also can be used to
estimate the natural capability of the process corresponding to specifications of the products. An important assumption underlying
the process capability is that their usual interpretation is based on a normal distribution of process output. If the underlying
distribution is non-normal, then we often deal with the data transformation to normal distribution. On the other hand, some
statistical package such as MINITAB provides alternative methods including percentile approach and MINITAB approach. Therefore,
this study aims to compare performance of the methods calculating the process capability index based on non-normal distribution
and without transformation. We considered the process characteristics data based on exponential and Weibull distribution. The
percentile approach and MINITAB approach which provided on MINITAB for non-normal distribution were compared to the classical
approach. The simulation technique was applied by running 10,000 times in each scenarios. Bias, variance and mean square error of
estimation were the criteria of efficiency comparisons. Overall, the percentile approach shows the good performance in terms of
the lowest bias and mean square error. An application of the process capability analysis of three considered methods was done for

a case study of the bottle production of drinking water.
Keywords: process capability analysis; specification limits; natural process limit; process capability indices
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AANUIN
M15197 W1 AUUUSUTINUAEANIRAIAIAR DUt uaREvas Cp dmsuterimunfifaanzdemensdnmsuanuasantigds, Exp(f)
Cp=1.00 Cp=133

ﬂ n Variance of é P MSE of é P Variance of é P MSE of é P

Normal Percentile | MINITAB Normal Percentile MINITAB Normal Percentile MINITAB Normal Percentile MINITAB
1| 30 | ‘00031 00047 | 00247 | 04240 | 0.0068 | 0.083 | 0.0032 00033 | 00008 | 0.9584 00791 | 00008
1| 50 | ‘00019 00027 | 00311 | 04312 | 00031 | 0.039 | 0.0019 00010 | 00008 | 09711 0.0895 | 0.0008
1 | 100 | ‘00010 00026 | 00374 | 04376 | 00026 | 00929 | 00010 | 00003 | 00011 | 09823 00984 | 0.0011
1 | 200 | “0.0005 00035 | 00398 | 04419 | 00037 | 00761 | 00005 | 00001 | 00018 | 09866 0.1030 | 00018
1 | 500 | “0.0002 00031 | 00356 | 04438 | 00036 | 00502 | 00002 | ‘0.0000 | 00023 | 09908 0.1058 | 00023
2 | 30 | ‘00032 0.0033 | 00688 | 04249 | 00054 | 01184 | 00032 00032 | 00019 | 09617 00793 | 0.0019
2 | 5o | oooto | Toooto | 00780 | 04320 | ‘00016 | o0.1108 | 00019 | 00011 | 00022 | 09707 00897 | 00022

p=1.00 Cp=133

'B n Variance of é p MSE of é P Variance of é p MSE of é p
2 | 100 | oooto | 00002 | o0083a | 04399 | 00003 | 00915 | 00010 | ‘00002 | 00039 | 09840 0.0984 | 00039
2 | 200 | 00005 | 00001 | 00624 | 04426 | ‘0000t | 00626 | 00005 | 00001 | 00057 | 09878 0.1030 | 00058
2 | s00 | 00002 | 00000 | 00181 | o0adsa | 00000 | 0.0301 | 00002 | T0.0000 | 0.0087 | 0.9907 0.1059 | 0.0091
s | 30 | 0.0029 00031 | 01436 | 04388 | 00031 | 0.1698 | 0.0031 0.0033 | 00119 | 09605 0079 | 00121
s | so | ooo1o | Toooto | oo0ss2 | 04463 | ooota | 01571 | 00019 | ‘00010 | 00162 | 09725 00903 | 00167
5 | 100 | oooto| 00003 | 00229 | 04524 | 00014 | 0.1475 | 00010 | 00002 | 00231 | 0.9835 00990 | 0.0248
5 | 200 | 00005 | 00001 | 00043 | o0as62 | ‘00017 | o0.146s | 00005 | 00001 | 00288 | 09871 0.1037 | 00332
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5 | s00 | 0.0002 00000 | 00014 | ©04s8a | 00020 | 0.1495 | 0.0002 00000 | 00340 | 09916 0.1065 | 0.0499
10 30 | 00024 00052 | 00249 | 04879 | 00307 | 03714 | 0.0031 00032 | 00448 | 09614 0.0817 | 0.0489
10 50 | ‘00015 00024 | 00080 | 04943 | 00327 | 03756 | 00019 | 00010 | 00530 | 09744 00922 | 0.0612
10 | 100 | “0.0008 00010 | 00031 | 05001 | 003a9 | 03789 | 0.0010 00002 | 00661 | 09836 0.1014 | 0.0902
10 | 200 | ‘00004 | 00004 | 00015 | 05031 | 00350 | 03804 | 00005 | ‘00001 | 00638 | 09901 | To.1060 | 0.1201
10 | 500 | 00002 | 00002 | 00006 | 05053 | 00368 | 03822 | 00002 | ‘00000 | 0033¢ | 09932 | To108s | o0.1518

. 4 o 5 A 4 coice
UYL * LERIANAINNBUTUTIULAL AT INARIALARDUN RSB IRALVDY Cp qurﬂuamumsmwmﬂm

5190l W2 AuuUsUSIMaEANURARABUMAwdeRaeTes C , dsufeimusiidnameasimensalmsuanuatliya; Weile,f)

Cp=1.00 Cp=133

@ ,B n Variance of é P MSE of é p Variance of é P MSE of é P

Normal Percentile | MINITAB Normal Percentile | MINITAB Normal | Percentile | MINITAB | Normal | Percentile | MINITAB
1.5 1 30 ’0.0049 0.0126 0.0251 0.2560 6040258 0.1085 0.0050 0.0133 ¢O4OOOS 0.6869 0.0465 0.0005
15 1 50 *0.0027 0.0063 0.0305 0.2600 *0.0113 0.1036 0.0029 0.0054 *0.0009 0.6922 0.0586 *0.0009
1.5 1 100 ‘0.0014 0.0036 0.0363 0.2630 ’040046 0.0926 0.0014 0.0018 ‘040009 0.6989 0.0736 <04OOO9
1.5 1 200 ‘0.0007 0.0029 0.0396 0.2645 ’040030 0.0767 0.0007 ‘040006 0.0017 0.7021 0.0844 <040018
15 1 500 *0.0003 0.0022 0.0353 0.2653 *0.0023 0.0505 0.0003 *0.000Z 0.0021 0.7042 0.0926 *0.0021
1.5 2 30 ‘0.0049 0.0128 0.0251 0.2562 ’040262 0.1088 0.0048 0.0131 ‘040008 0.6867 0.0470 <040008
1.5 2 50 ‘0.0027 0.0062 0.0320 0.2597 ’0401 11 0.1036 0.0029 0.0054 ‘040006 0.6925 0.0581 <040006
15| 2 100 *0.0014 0.0038 0.0371 0.2629 *0.0047 0.0926 0.0014 0.0018 *0.0010 0.6986 0.0735 *0.0010
1.5 2 200 ‘0.0007 0.0029 0.0406 0.2644 ’040029 0.0757 0.0007 ‘040006 0.0015 0.7012 0.0843 <040015
1.5 2 500 ‘0.0003 0.0022 0.0356 0.2654 ’040023 0.0501 0.0003 ‘040002 0.0022 0.7036 0.0924 <040023
15| 5 30 *0.0049 0.0129 0.0246 0.2554 *0.0263 0.1086 0.0051 0.0134 *0.0007 0.6838 0.0464 *0.0007
1.5 5 50 ‘0.0028 0.0063 0.0296 0.2602 ’0401 14 0.1042 0.0029 0.0053 ‘040009 0.6923 0.0583 <04OOO9
1.5 5 100 ‘0.0014 0.0036 0.0377 0.2628 ’040046 0.0931 0.0014 0.0017 ‘040012 0.6986 0.0736 <040012
15| 5 200 *0.0007 0.0030 0.0404 0.2649 *0.0030 0.0759 0.0007 *0.0006 0.0016 0.7020 0.0845 *0.0016
1.5 5 500 *OAOOOB 0.0022 0.0355 0.2654 QOAOOZQ 0.0502 0.0003 <O4OOOZ 0.0026 0.7038 0.0925 *040026
2.0 1 30 *OAOO7O 0.0227 0.0244 0.1481 ‘OA0551 0.1090 0.0075 0.0284 <O4OOO6 0.4739 0.0343 *040006
2.0 1 50 *0.0041 0.0122 0.0306 0.1498 *0.0256 0.1040 0.0044 0.0138 *0.0008 0.4769 0.0345 *0.0008
2.0 1 100 *OAOOZO 0.0059 0.0378 0.1498 ‘OAOOQS 0.0934 0.0020 0.0051 <O40013 0.4809 0.0475 *040013
2.0 1 200 *00010 0.0036 0.0401 0.1502 QOAOOQZ 0.0772 <O4001O 0.0020 0.0017 0.4828 0.0610 *040017
2.0 1 500 *0.0004 0.0023 0.0357 0.1507 *0.0023 0.0507 *0.0004 0.0007 0.0021 0.4842 0.0730 *0.0022
2.0 2 30 *OAOO73 0.0227 0.0241 0.1475 ‘OA0545 0.1087 0.0077 0.0279 <O4OOO7 0.4705 0.0331 *040007
2.0 2 50 *OAOOllZ 0.0119 0.0300 0.1493 QOA0252 0.1038 0.0044 0.0129 QQOOOS 0.4776 0.0345 *040008
20 || 2 100 *0.0019 0.0062 0.0367 0.1499 *0.0096 0.0925 0.0020 0.0051 *0.0010 0.4814 0.0476 *0.0010
2.0 2 200 *00010 0.0038 0.0395 0.1510 QOAOOllll 0.0768 <O4001O 0.0021 0.0017 0.4825 0.0607 *040017
2.0 2 500 *OAOOOll 0.0024 0.0354 0.1509 QOAOOZQ 0.0505 4040004 0.0007 0.0022 0.4842 0.0731 *040022
20 || 5 30 *0.0075 0.0238 0.0247 0.1470 *0.0572 0.1087 0.0076 0.0280 *0.0006 0.4725 0.0340 *0.0006
2.0 5 50 *OAOO41 0.0123 0.0304 0.1488 QOA0263 0.1042 0.0044 0.0132 4040011 0.4760 0.0340 *040011
2.0 5 100 *OAOOZO 0.0059 0.0358 0.1500 ‘OA0096 0.0939 0.0021 0.0050 'OAOOOS 0.4817 0.0477 'OAOOOS
20 5| 200 | 00010 | 00037 | 00397 | 01507 | ‘00043 | 00770 | 00010 | 00021 | 00015 | 04832 | 00606 | 00015
2.0 5 500 *OAOOOll 0.0023 0.0359 0.1512 ‘OA0023 0.0499 'OA0004 0.0008 0.0024 0.4844 0.0730 '0A0024

wnewme: * uaasiauuUsusiuazanaandouidEeuaioves C ) mitgalusauniseliifnu
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ABSTRACT
This research is a simulating research that aimed to study and to compare for testing of two independent population means or

medians by using t-test, Z-test, Mann — Whitney U Test, bootstrap method, and Van der Waerden test. The data is generated
from two populations based on contaminated normal distribution and unequal variance. The sample sizes (nl, nz) are set as
(20,20), (50,50), (20,25), and (50,70). For estimating type | error, the mean of two populations (yl,,uz) are defined equal by

(0,0). The mean of two populations (ﬂl, ,le) are defined unequal by (0,2) for estimating power of a test. The significant levels
are focused on two levels at 0.01 and 0.05. R program is used for simulation and data analysis with 1,000 times for each situation.
The results can be found that nonparametric statistics exhibits the highest power of a test such as Van der Waerden test, bootstrap

method, and Mann-Whithney U test, respectively.

Keywords: t-test; Mann — Whitney U test; Van der Waerden test; Bootstap method
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2.1.3 Anwlunsaifidnanuwlsusiunsaesnguliviiu
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AN

o

, 5 , o
e o Wy Arpusdsusiuvestseannsiiianaian

]

2 ' o - .
o, WU ArmnuuUsunivvesUssansit i Tee i =1,2

=2 o g
& \u AnaderuuysusuwesUssansie nau 2

a a o ' dy
f1vazdenfmisnemelull

. . ANULUTUTIUY
FEAUAMULANANUDIAIY ,
kazUsEvInNg ¢
wUsUsIu 5 )
o, .o,
fanuuanansiutioy
4:6.2 0.55
(0<p<1.b)
fdauwananeiulunan
4:13.48 2.37
15<¢<3

Joyav09eanslzvInIduu1INNITUAINLAIIUINR

Uanuuu (Contaminated Normal Distribution) $hgfliads ()
wazAmusUTIu (o) fifldndiunisvasudu (P) witu

0.1 AuannguInMILInussnafidaanauiames (C) whity
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5 | mwu | 0025* | 0029 | 0024 | 0.027
BT | 0.053* | 0.0a8* | 0052 | 0.051*
W | 004* | 0.052¢ | 0.037* | 0.0da*
4:13.48
T | 0006 | 0016 | 0011 | o001
Zz | 0037 | 0.036* | 0.039* | 0036
10| MWU | 0023 | 0037% | 002 | 0015
BT | 004* | 0039* | 0041* | 004
W | 0035* | 0.052* | 0.0a7* | 0.03a*
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5 MwWU 0.334 0.695 - 0.785
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ABSTRACT

For detecting changes in the mean vector and the covariance matrix of an autocorrelated process simultaneously, the multivariate control chart based
on the adaptive Kalman filter is proposed. Since the adaptive Kalman filter provides the precise mean estimates. Therefore, such the mean estimates
and the corresponding residuals can be applied to monitor the process means and the process variability, respectively. To construct the proposed
control chart, a control function is obtained to combine two terms of effects of process mean and variability changes, i.e. respectively, one is the
distance between the current mean estimates and the in-control means and the other one is the Gaussian quantile function of the chi-square cumulative
probability of the standardized distance of the residuals. A performance study shows that, in most cases, the average run length of the proposed
control chart is smaller than the combined charting scheme of MEWMA and MEWMC control charts and the combined charting scheme of MEWMA

and EWMAD control charts.

Keywords: single variable control chart; adaptive filter; autocorrelated process

1 INTRODUCTION

An effectiveness of a traditional control chart for detecting
parameter changes in a multivariate autocorrelated process is absolutely
influenced by the autocorrelation. Such the disadvantage should be
alleviate or eliminated on any ways or taken into account. One approach
aims to fit an exact process time series model correctly to obtain one
step ahead forecast errors or residuals which are independent. Those
residuals can be applied to entire traditional control charts directly. The
other approach is to modify control limits of the traditional control
charts by taking an effect of an autocorrelation into account when
observations are demanded. See Woodall and Montgomery (2014) for
more details.

In practice, both the process mean and variability could be
affected by special causes, simultaneously. Additionally, when a
process is out of control, the estimation of means and variances impacts
on each other as shown in Figure 1, i.e. when the process mean changes
(Figure 1(a)), the EWMV control chart using to monitor a change in
variance is affected significantly as in Figure 1(b). For inexperience
practitioners, it is rational to combine the information of process mean
and dispersion changes in one function. The single variable control
chart is plausibly constructed to monitor both changes in a process at a
same time. In present, many single variable control charts have been
proposed for both cases of univariate and multivariate. See Cheng and
Thaga (2006), McCracken and Chakraborti (2013).

(a) EWMA (b) EWMV

EWWA
EWMmV

20

0

Time index

Time Index

Figure 1: An effect of process mean change to variance

In this work, the single variable control chart is developed to
monitor both process means and variability simultaneously in a
multivariate autocorrelated process. Mean estimates from the adaptive
Kalman filter are obtained to approximate current process means
precisely. This can imply that process mean changes should be less
affected to variance estimates. Thus, the proposed control chart could
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perform favorably in such those situations. A simulation study is
conducted with an average run length (ARL) as a preferred criterion.

2 ADAPTIVE KALMAN FILTER

Khawsithiwong et al. (2011) developed the adaptive Kalman
filter, called AMGLF, to deal with a problem of linear estimation and
prediction for a linear discrete-time stochastic process which possesses
properties of observability and reachability. This process is represented
by the state space model consisting of the state equation and the
measurement equation, respectively, given by

K = AKX+ W, (€]

L=CX+V @

where Y, is a k x 1 vector of measurements, X, is an r x 1 state vector,
A, isan r x r transition matrix and C, is a k X r measurement matrix. A
r x 1 system noise term W, is assumed to be distributed as an zero
mean multivariate generalized Laplace (MGL) random vector with a
scale parameter X, and a shape parameter A, , denoted by
W,~MGL,(0, 2y, Ay), and a k x 1 measurement noise term v, is a
Gaussian random vector denoted by V,~MGL, (0, Z,, 2). In addition,
the scale parameter matrices X,, and ¥, are assumed to be known
positive definite matrices.

The MGL distribution was introduced by Ernst (1998) as a class
of symmetric multivariate probability models depending on the value of
a shape parameter. The shape parameter A distinguishes between
members of the family such as the multivariate Laplace (1 = 1), the
multivariate normal (1 =2), and the multivariate uniform (1 —» )
distribution. Suppose a k x 1 random vector Z has an MGL distribution

denoted by Z~MGL, (ﬁ, 3, A) with the joint density function defined

k
O R

o ()
where T'(+) denotes a gamma function and || is an absolute value. The
mean vector and the covariance matrix of Z are respectively given by

Q]

1
P

e[z = @] o

And ()



INTERNATIONAL CONFERENCE ON APPLIED STATISTICS (ICAS) 2018, 24-26 October 2018

By means of the least squares approach, an unbiased minimum
variance state estimate and its covariance matrix can be obtained

&|t = Xt|t—1 + Kt(Z: - Ct&u—l) (6)
and Py = - KtCt)Pt|t—1 (7
Where tht—l = At—lXt—llt—l (8)
’ r T,;CVZ) .
Ptlt—l = At—lpt—llt—lAt—l + mzw C)
T T

1 _

and K = Pye1Ci (Ctptlt—lct’ + §2V> (10)

To implement the AMGLF filter, the shape parameter of the
system noise term A, in (9) should be estimated at each time point. A
pseudo state estimation error is defined as Z, = X, — Xyjeoq =
K.(Y; — C;X.c—1) which is assumed to be an MGL distributed random
vector with a scale parameter matrix £, and a time-varying shape
parameter Ay, denoted by Z,~MGL,(0, Xz, Az ). The approximate
value of the time-varying shape parameter iz(t) is obtained by
maximizing a likelihood function of the pseudo state estimation error
with the scale parameter matrix %, = 262K, (CtPt|t—1Ct’+§ZV) K{

iZ(t—l)

where §, = is a time-varying adaptive factor. Then the one-step

ahead state estimate Xt+1|t and the state forecast error covariance matrix
Pyyq)c are given

Xt+1|t = AtXﬂt (11)

Pt+1|t = AthA; + (12)

Figure 2 shows a performance of the AMGLF filter when a process
mean shifted. It indicates that the mean estimates of the AMGLF filter
can describe the process accurately. Also, the effect of mean shift does
not affect to the residuals significantly.

(a) MEAN SHIFTED and VARIANCE CONSTANT

SAMGL

Time Index

(c) MEAN CONSTANT and VARIANCE DECREASED

SAMGL

Time Index

SAMGL

SAMGL
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(a) MEAN ESTIMATE (b) RESIDUAL

ESIDUAL

RE!

MEANESTIMATE

Ry
H
.
e ——
P

.

.
L
e
.
g
.
] ..
.
T T

N 40 50 &0

Time ndex

Time Index

Figure 2: Mean estimates and residuals of the AMGLF filter

3 PROPOSED CONTROL CHART

To construct the proposed single variable control chart based on
AMGLEF filter, named SAMGL control chart, the residual e, = Y; — Zt
is obtained to detect changes in process variability where the mean
estimate ZE = Ct&“. Suppose a process is in control, the residual e, is

distributed as Gaussian random vector, i.e. e,~N (g, Z(CthCt’ +

%EV)). The standardized distance of e, is defined

@301 (eni+in) (6-7) 0

where the distance d, is distributed as a chi square random variable with
k degrees of freedom, denoted by d.~x2. For detecting an effect of
process mean shifts, a quantity b, is obtained

1oy L) (@
TP

where p, is the mean vector of the in-control process. A quantity b,
trends to zero when a process is in control.

(14

(b) MEAN CONSTANT and VARIANCE INCREASED

_._--_.__.:__-,. _______________ B -]

etetet,t vy
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Time Index

(d) MEAN SHIFTED and VARIANCE INCREASED
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Figure 3: Performance of the SAMGL control chart when process means and dispersion changed; (a) process means shifted, (b) process variance
increased, (c) process variance decreased, and (d) process means shifted and process variance increased
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Table 1: ARL values of the SAMGL chart, (MEWMA, MEWMC) scheme, and (MEWMA, EWMAD) scheme

[

S 0.2 0.6 0.8 1 1.2 14 2
SAMGL 0 210.79 425.89 443.26 249.75 82.13 25.73 3.17
0.25 93.21 120.71 91.81 51.68 24.45 11.60 2.75
0.50 13.40 12.97 10.80 7.95 5.63 4.16 2.08
0.75 353 3.44 3.24 2.94 2.62 2.32 1.67
1 2.12 2.09 2.02 1.93 1.82 1.71 1.44
2 1.18 1.18 1.18 1.18 1.17 1.17 1.14
3 1.06 1.06 1.06 1.06 1.06 1.06 1.06
(MEWMA, MEWMC) 0 101.05 426.62 398.09 250.50 98.54 28.29 2.78
Based on Kalman filter 0.25 87.05 114.21 91.44 65.60 39.71 17.70 2.61
0.50 12.28 11.89 11.21 10.13 8.73 6.61 2.18
0.75 3.89 3.93 3.94 3.87 3.71 3.27 1.78
1 2.62 2.63 2.62 2.56 2.40 2.17 1.49
2 1.21 1.19 1.18 1.17 1.16 1.14 1.10
3 1.02 1.02 1.02 1.02 1.03 1.03 1.03
(MEWMA, EWMAD) 0 70.74 131.30 225.84 247.52 135.80 42.55 3.55
Based on Kalman filter 0.25 59.12 82.05 82.29 66.68 45.68 22.92 3.26
0.50 12.00 11.73 11.17 10.26 9.12 7.38 2.58
0.75 3.91 3.94 3.95 391 3.83 3.50 2.01
1 2.63 2.64 2.63 2.60 2.49 2.31 1.63
2 1.31 1.29 1.26 1.24 1.21 1.19 1.13
3 1.03 1.03 1.03 1.03 1.03 1.03 1.04
(MEWMA, MEWMC) 0 93.01 649.35 591.02 249.75 73.25 20.92 2.43
Based on AMGLF 0.25 128.01 237.87 123.64 55.27 25.07 10.85 2.22
filter 050 19.58 15.62 11.22 7.82 5.55 4.07 1.80
0.75 3.55 3.39 3.16 2.87 2.58 2.28 1.51
1 2.08 2.06 2.00 1.93 1.81 1.68 1.32
2 1.17 1.16 1.15 1.14 1.13 1.12 1.08
3 1.02 1.02 1.02 1.02 1.02 1.03 1.03
(MEWMA, EWMAD) 0 74.05 146.28 273.82 250.00 89.70 26.68 2.89
Based on AMGLF 0.25 77.76 123.58 105.35 55.49 25.73 12.25 2.57
filter 0.50 18.35 15.14 11.14 7.87 5.65 4.26 1.98
0.75 3.55 3.39 3.16 2.88 2.62 2.34 1.60
1 2.08 2.06 2.01 1.94 1.84 1.73 1.38
2 1.21 1.20 1.19 1.17 1.16 1.14 1.10
3 1.03 1.03 1.03 1.03 1.03 1.03 1.03

To enhance the sensitivity of the SAMGL chart, the
exponentially weighted moving average statistic is required
ss=aqe+ (1 —a)s;.;, 0<a<l1 (15)

where « is a smoothing parameter and g, is a Gaussian quantile
function of chi-square cumulative probability of the distance d, defined
as

q¢ = cb_l(Hk (dt))

where ®~1(-) is an inverse standard Gaussian distribution function and
H, (*) is a chi-square distribution function with k degrees of freedom.
This realizes that the quantile g, has a standard normal distribution.
Further, s, has also a normal distribution with zero mean and the
variance g7 = —

The control function consisting of both effects of process mean
and variability changes is given

(16)

SAMGL, = |s,| +nb, 7 =22 (€)
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where |s,| is distributed as a half normal random variable with mean

E(lse) < (1 —%) (ﬁ) . When a

process is in control, the expected value and the variance of SAMGL,
are E(SAMGL,) = E(|s,|) and V(SAMGL,) = V(|s,|), respectively.

Eventually, the SAMGL control chart is established with the
asymptotic control limit as

UCL = E(SAMGL,) + y/V(SAMGL,)

\/% and the variance V(|s,|) <

{ (18)
\/: +r (1= _ 2 - ar
= E(SAMGL,) = j% (19)
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where the constant y is evaluated to satisfy a preferred specific in-
control ARL. UCL and cl are named respectively the upper control limit
and the central line. Figure 3 shows a performance of the SAMGL
control chart for various situations of process changes. This indicates
that the SAMGL chart can detect all changes in process means and
process dispersion. The SAMGL chart seem to be well-mannered when
process means shift and/or a process dispersion increases as shown in
Figure 3(a), 3(b), 3(d). Figure 3(c) shows that the power of the SAMGL
chart is seemingly deteriorated when a process dispersion decreases.

4 PERFORMANCE STUDY

Consider the 5-variate autocorrelated process represented by (1)
and (2) where matrices A, and C, are the identity matrices, I. The
system noise term W, and the measurement noise term V, are
independently distributed as Gaussian random vector with zero mean
vectors and covariance matrices X, and £, respectively. The structure
of both system and measurement noise covariance matrices is based on
L =0%(1—-p)l+0%p] where J is a matrix of one and p is a
correlation coefficient of the noise term. All values of the covariance
structure are set to the system noise variance ¢ = 0.0001 and the
measurement noise variance a7 = 1 as well as correlation coefficients
of the system and measurement noise terms p,, = p, = 0.4.

In the investigation, process changes are set to only the first
variable at time 11 of the time series of length 60. A mean shift is
generated by means of the first variate system noise term W, ,_,, with
mean 6,0, where a magnitude of mean shift §,, =0, 0.25, 0.50,
0.75, 1, 2, and 3. Also, a variance change is set to the first variate
measurement noise term V; ._,, with variance 6,0, where a magnitude
of variance change 6, = 0.2, 0.6, 0.8, 1, 1.2, 1.4, and 2.

A Monte Carlo simulation consisting of 5,000 iterations is
conducted to compare a performance of the SAMGL chart with those of
combined charting schemes based on the traditional Kalman filter and
the AMGLEF filter, i.e. one scheme is a combination of the multivariate
exponentially weighted moving average (MEWMA) chart (Lowry et al.,
1992) and the multivariate exponentially weighted moving covariance
matrix (MEWMC) chart (Hawkins and Maboudou-Tchao, 2008) and the
other scheme is a combination of the MEWMA chart and the
exponentially weighted moving average of squared distance (EWMAD)
chart (Khawsithiwong & Yatawara, 2007). To accomplish the
exponentially weighted moving average charting approach, the
smoothing parameter set to be 0.2. Furthermore, the ARL is used in a
comparison as a preferred criterion with the in-control ARL, ARL, =
250.

Results in Table 1 show that when the process variability is in
control, ARL values of the SAMGL chart are smallest for all
magnitudes of process mean shifts. In case of the in-control process
mean, the SAMGL chart also obtains the least ARLs as the process
variance increases. However, when the process variance decreases, the
(MEWMA, EWMAD) charting scheme performs well with the minimal
ARLs.

In situations of simultaneous process changes in both the process
mean and the process variance, ARLs of the SAMGL chart are smallest
when the process variance grows up. In contrast, when a process
variance decreases, the (MEWMA, EWMAD) charting scheme
performs well in case of small magnitudes of the process mean shift.
However, when the process mean get larger, the SAMGL chart is able
to detect changes faster than others.

When the AMGLEF filter is applied to the combined charting
schemes. Performances of both the combined charting schemes become
similar to those of the SAMGL chart. However, the (MWMA,
EWMAD) charting scheme obviously performs well as a decrease in the
process variance. In addition, a masking effect of the process variance
decrease causes the (MEWMA, EWMAD) charting scheme difficult to
detect the process mean shift (Gan, 1995). Finally, the adaptive
AMGLEF filter can improve an effectiveness of the control charts since
the process means can be estimated precisely.

5 SUMMARY

The SAMGL single variable control chart is developed to jointly
monitor both process means and variability of a multivariate
autocorrelated process. The AMGLF filter is demanded to estimate
process means adaptively. Further, the control function is established to
obtain both effects of process changes. Eventually, the SAMGL control
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chart is constructed and its performance is investigated through the
simulation experiment. It results that, in most cases, a performance of
the SAMGL chart is superior to the combined charting schemes based
on Kalman filter excluding a situation of the process variance decrease
and a situation of the process variance decrease and the small process
mean shift. Additionally, the adaptive AMGLF filter can enhance a
capability of the control charts. Ultimately, the SAMGL chart is a
simplified way in making a decision whether a process is out of control.
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ABSTRACT

The objective of this study was to develop the interval estimator for the standard deviation of the lognormal distribution, based on the unbiased
estimator. We conducted the efficiency of the proposed estimator with an existing interval estimator derived based on a biased estimator, using the
coverage probability, average length, and relative bias via simulations. The results showed that the coverage probability of the proposed estimator was
greater than that of the compared estimator. The average lengths of the two confidence intervals were identical. However, the relative bias of the
proposed interval estimator was smaller. The methods were applied to a real example on the air pollution from a part of Bangkok.

Keywords: confidence interval; simulation study; Stirling’s approximation; unbiased estimator

1 INTRODUCTION

The lognormal distribution is a probability model widely used in
diverse disciplines, including industrial engineering, medical research,
social sciences, and natural sciences. In statistical inference, the
construction of confidence interval for parameter, such as mean and
standard deviation, is important. There have been numerous studies
introduced confidence intervals for parameter in the lognormal
distribution, see for example, Verrill (2003), Harvey and Merwe (2012),
and Niwitpong (2013). In the recent, Tang and Yeh (2016) presented
approximate confidence interval for the lognormal standard deviation by
transformation the lognormal variable to the normal. Based on the
theory, if the random variable X is lognormally distributed, then
Y=log(X) has a normal distribution. However, their estimator
constructed based on a biased estimator. We therefore develop the
interval estimator for the standard deviation of the lognormal
distribution, using the unbiased estimator. The performance of our
confidence interval and that of Tang and Yeh (2016) was evaluated
using simulations. A real data was used to conclude the findings.

2 METHODS

Suppose that X = (X4,X,, ...,X,) be a random variable from a
lognormal distribution. The probability model of X is
— —1n\2
(% 1, 07) = s exp {TIE0T Y,
where x > 0, 1 € R and 62 € R*. The mean and variance of X are
E(X) = exp{u + 0?/2} and Var(X) = exp{2u + o?} - (exp{c?} — 1),
respectively.

According to Tang and Yeh (2016), logarithm of Var(X) can be
estimated by log[Var(X)] = 2u + o2 + log(c?). A point estimator is
given as 2Y + S% + log(S?), where Y and S? are denoted as the sample
mean and variance of a lognormal variable Y, respectively. Therefore,
an approximate 100(1 — a)% confidence interval for log[Var(X)] can
be derived by

(2Y + S% + log(S»)) £+ ZgJVar(ZV + 52 4+ log(S?)).
2
Using Stirling’s approximation, Var(2Y + S? + log(5?)) is estimated
—— — 2 2 4_ Q2
as Var(2Y + S? + log(5?)) = % + Z:Tsf + % Thus, the lower

and upper limits for the standard deviation, SD(X), are given by
Clpy = (LB, UB),

where
LB = A 4852 n 2+ 652 2S* — 282
I A n—1 n+1 [
482 24 6S2  2S5%* —2S2
B = A —_—
U exp +Z§\]n+n—1+ T ,

and A =2Y+S? +log(S?).
From the previous method, it can be seen that 2Y 4+ S2 +
log(S?) is the biased estimator for 2 + o2 + log(c?). As it is well-
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known that a good quality of estimator is unbiased. In this study, the
point estimator satisfied this property is applied. We consider the mean
of 2Y + S? + log(S?) which can be approximated by

EQ2Y + S? + log(S?)) = 2pu + o2 + log(c?) —
This follows that
E (2? + 52 + log(S?) + m) = 2u+ o? + log(c?),
so the unbiased estimator of 2pu + o2 + log(c?) is
2Y + 5% + log(S%) + ﬁ
Furthermore, the estimated variance of 2Y + S? + log(S?) + ﬁ is
given as Var (2? + 52 +log(s?) + ﬁ) 2hes? 4 25"—28"

n n—1 n+l1

Thus, the new 100(1 — «)% confidence interval for SD(X) is given by
Clpr = (LBpg, UBpR),

482
LBpr = |exp| B —za [—+
z{ n

n—1

1

~ 45%

where

2 + 652
n—1

254 — 2§82
n+1 [/

482

2+ 6S?  2S*—2S8?
UBpr = |exp B+Zu\jT+
2

n+1

n—1

B =2Y+ S +1log(s?) + =

and  za is the (a/2)th percentile of the standard normal distribution.
2

SIMULATION RESULTS

In this section, the performance of the confidence interval was
investigated using simulations by R package. The data were generated
from lognormal distribution with parameter p = —0?/2 and variance
¢? = 0.01, 0.05, 0.10, 0.25, 0.50, 0.80, 0.95, and 1.00. Sample size (n)
was set as 10, 30, 100, and 300. The confidence level (1 — a) was given
by 0.95. The number of replications was set as 10000 for each
simulation constellation. Then the performance of the proposed
estimator and the existing estimator was computed in terms of coverage
probability, expected length, and relative bias.

The major findings of the simulation studies can be summarized
as follows. As in Figure 1, the coverage probability of Clpg was greater
than that of Clpy in all cases in the study, especially when n <30. The
coverage probabilities of these confidence intervals decreased, if 0% was
increased. These results are as same as the results reported in Tang and
Yeh (2016). The expected length of Clpg was slightly greater that of
Clpy. However, when n > 30, the expected lengths of Clpg and Clyy did
not differ. These are shown in Figure 2. Furthermore, the expected
lengths decreased, if n was increased. In Figure 3, it can be concluded
that the novel confidence interval Clpg had relative bias smaller than
Clpy. From the results, we note that Clpg performed well in terms of
coverage probability level and relative bias, and its estimate was close
to the true standard deviation.
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FIGURE 3: RELATIVE BIAS OF THE 95% CONFIDENCE INTERVALS

4 APPLICATIONS

The data on the air pollution were obtained from Pollution
Control Department of a station in Lardprao, Wang Thonglang,
Bangkok, between 6 March to 5 April 2018. The distributions of the
data are presented in Figure 4 and Figure 5. From 31 sample sizes of
particulate matter 2.5 (PM2.5), the mean was 33.00 pg/m?® and standard
deviation was 13.22 pug/m®. The 95% Cly was (9.38, 17.91) with the
length of interval 8.53 ug/m®. For our method, Clpg was (9.54, 18.22)
with the length 8.68 pg/m®. Therefore, the confidence intervals based on
this example match the simulation results.
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5 CONCLUSIONS

The approximate confidence interval for the standard deviation
of the lognormal distribution introduced in this work was derived based
on the related unbiased estimator. The results showed that the coverage
probability of our method was greater than the target probability level, if
the true variance was less than 0.10. In general, it was also greater than
the coverage probability of the confidence interval derived from the
biased estimator. The relative bias of our estimator was also better.
Clearly, the novel confidence interval had a good performance. We
therefore recommend this estimator to estimate the standard deviation of
the lognormal distribution.
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ABSTRACT

The objective of this research was to study parameter estimation accuracy of ridge, lasso, and elastic net regressions where the predictors show
different degrees of multicollinearity and simulation datasets are in three scenarios: sparse, dense, and grouped predictors. For sparse situation, the
simulation studies show that the lasso performs best when correlations among the predictors are low and moderate, while the elastic net performs best
when the predictors are highly correlated. For dense and grouped situations, the elastic net has parameter estimation performance better than ridge and

lasso methods do.

Keywords: elastic net; lasso; multicollinearity; ridge

1 INTRODUCTION

Regression technique is widely used for machine learning and
data science. Regression analysis is a technique used for prediction and
analyzing the relationship between dependent and independent
(predictor) variables. Ridge (Hoerl & Kennard, 1970a, 1970b), lasso
(Tibshirani, 1996), and elastic net (Zou & Hastie, 2005) are penalized
regression techniques used for analyzing data where multicollinearity
problem among predictor variables exists. Consider a linear regression
model

y=XB+¢, 1

where y is an n X 1 vector of response variable, X is an n X p matrix of
predictor variables, B is a p x 1 vector of parameter of regression
coefficients, € is ann x 1 vector of random errors, p is the number of
predictors, and n is the number of observations. The errors are assumed
to be independent identically normally distributed random variable with
mean 0 and finite variance 2.

Ridge regression was proposed by Hoerl and Kennard (1970a,
1970b). Assuming that the response is centered and the predictors are
standardized, ridge estimator is defined by

Briage = argming(lly — XBII3 + 6 X7, B7),

where 6 > 0.

The least absolute shrinkage and selection operator or lasso
technique (Tibshirani, 1996) is a penalized least squares procedure
which can do both continuous shrinkage and variable selection.
Assuming that the response is centered and the predictors are
standardized, the lasso estimator is given by

Elasso = argminﬁ(”y - XB”% + AZ?:llﬁjl);

where the penalty parameter 1 > 0.

Zou and Hastie (2005) proposed the elastic net to solve the
regression problem in microarray genes expression data. The elastic net
simultaneously does automatic variable selection and continuous
shrinkage, it can select groups of correlated variables and overcomes the
difficulty of p > n. The elastic net is based on a combination of the
ridge (L2) and the lasso (L) penalties. Assuming that the response is
centered and the predictors are standardized, the naive elastic net
estimator is defined as follows:

Eelastic net — argmin[}[”y - XB”% + Az||[3||§ + Al”ﬁ”l]! (4)

where the penalty parameters 1, >0, 1, =0 and a = 1,/(4; + 1,)
where a € (0,1).

The objective of this research was to study parameter estimation
accuracy of ridge, lasso, and elastic net regressions where the predictors
show different degrees of multicollinearity and simulation datasets are
in three scenarios: sparse, dense, and grouped predictors. In this
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research, we limited our attention to full rank model. This article is
organized as follows. Section 2 describes simulation data and decision
criteria. Results and discussion are provided in Section 3.

2

2.1

MATERIALS AND METHODS

Simulation Data

The simulation datasets are generated with sample size 100
observations from the linear regression model

y=XB+¢, (5)

where € ~N(0,01,,). The correlation matrix is given by corr(x;,x;) =
p'"=/l' where p = 0.1, 0.5, and 0.7. The simulation datasets are in three
scenarios: sparse, dense, and grouped predictors.
(i) For sparse situation, the true regression coefficients are
B=(3,21500,0,00),and o = 3.
(ii) Scenario 2 is the same as the first one, except that 8, =
By =+ =g =085
(iii) With p = 20, the true coefficient vector is given by g =
0,0,0,0,0,2,2,2,2,2,0,0,0,0,0,2,2,2,2,2),and
o=09.
The 100 datasets are simulated under each scenarios. For ridge
regression, the value of 6 is chosen as suggested by Hoerl et al. (1975)
(as cited in Draper & Smith, 1998, p.390). The estimated value of 6 is

6= psz/[ELS]T[BLS]I ®

where p is the number of parameters in the model (not counting the
intercept term), s? is the residual mean square in the analysis of
variance table obtained from the standard least squared fit of the model
and B,s is the least squared estimator. For the lasso, the penalty
parameter A is tuning by 10-fold cross validation method. The naive
elastic net approach is fitted with « = 1,/(1; +1,) = 0.5 and the
penalty parameters A, and 1, are selected by 10-fold cross validation
method.

2.2 Decision Criteria

For each method, the parameter estimation accuracy is measured
by the mean square error MSE(B) = E [(p - ﬁ)T(ﬁ - ﬁ)]

3 RESULTS AND DISCUSSIONS

Table 1 — 3 show the parameter estimation performance of ridge,
lasso, and elastic net under each scenarios. The average of MSE(B) is
computed based on 100 datasets. The numbers in parenthesis are the
corresponding standard errors of MSE (B) estimated using the bootstrap
with B = 500 resampling from the 100 MSE (B)’s.

When correlations between the predictors are low and moderate,
the lasso has parameter estimation performance better than the others do
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in sparse situation, while the elastic net performs best for dense and
grouped situations. For dense situation where correlation between the
predictors are low, the lasso is slightly different from the elastic net.
When the predictors are highly correlated, the elastic net has parameter
estimation performance better than the lasso and ridge regressions.

The lasso and elastic net are penalized regression methods which
perform both parameter estimation and variable selection. They do
variable selection by shrinking some coefficients toward zero. This
causes the lasso and elastic net have parameter estimation performance
better than ridge regression. The elastic net method has the ability to
perform group selection — highly correlated predictors tend to be in or
out of the model together, so the elastic net performs best when the
predictors are in dense and grouped situations, or the situation where the
predictors are highly correlated.

Another penalized regression method such as LqCP (Mao & Ye,
2017) is developed to solve linear regression when the multicollinearity
problem exists. One of future work is to study the performance of LqCP
where the datasets are in different situations.

Table 1: Sparse situation

p ridge lasso elastic net
0.1 | 0.1000 (0.0060) | 0.0781 (0.0058) | 0.0848 (0.0053)
0.5 | 0.1752(0.0101) | 0.1083(0.0079) | 0.1154 (0.0075)
0.7 | 0.2460 (0.0160) | 0.1345 (0.0134) | 0.1243 (0.0096)

Table 2: Dense situation

p ridge lasso elastic net
0.1 0.1080 (0.0050) | 0.1019 (0.0053) | 0.0980 (0.0046)
0.5 | 0.1532(0.0077) | 0.1463(0.0068) | 0.1135 (0.0052)
0.7 0.2513 (0.0175) | 0.2245(0.0128) | 0.1289 (0.0095)
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Table 3: Grouped situation
p ridge Lasso elastic net
0.1 | 1.1118(0.0362) | 0.8239(0.0295) | 0.6771 (0.0217)
0.5 | 1.6196 (0.0664) | 0.8558 (0.0379) | 0.5884 (0.0253)
0.7 | 2.7725(0.1164) | 1.1601 (0.0532) | 0.5616 (0.0334)
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Abstract

The objective of this research is to propose new confidence intervals for the difference between reciprocal of normal means with
known coefficients of variation and restricted parameter spaces. The confidence intervals which interested are generalized
confidence interval (GCl), confidence interval based on the method of variance estimates recovery (MOVER) and approximate
confidence interval based on the method of variance estimates recovery (AMOVER). In addition, this research presents confidence
intervals based on a restricted parameter spaces; that is, the confidence intervals are derived from intersection between parameter
space and the confidence intervals (GCl, MOVER confidence interval and AMOVER confidence interval). Monte Carlo simulation
technique is applied in this research by considering the coverage probability and expected length to compare the efficiency of the
confidence intervals. The results show that the restricted confidence intervals which are derived from the MOVER and the AMOVER
have more coverage probability than the 95% confidence level that is determined and have the smallest expected length
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ABSTRACT

This paper describes and reflects on a research methodology used to study the inter-related social impacts of violent
conflict and natural disasters in Aceh in Indonesia. The paper follows three stages in the development and
implementation of the methodology. First, it presents the researcher’s own experience of both natural disasters and
living in a violent conflict zone and how this experience shaped the conceptualization of the research. Second, the paper
discusses the importance of building relationships of trust between the researcher and interviewees and how this was
approached during the collection of data. Third, the paper examines the question of how researchers’ background and
techniques of data analysis can be brought together and applied to reflexive, comparative studies. As a result of the
existing research experience, the new research methodology and methods of comparative studies in natural disaster on
top of violent conflict has emerged.

Keywords: natural disaster; conflict research; methodology; Aceh
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ABSTRACT

This study proposes a hysteretic vector autoregressive (HVAR) model that provides a new way to understand a
nonlinear multivariate model in which the regime switch may be delayed when the hysteresis variable lies in a
hysteresis zone. We employ an adapted multivariate Student-t distribution in the (HVAR) model to allow for a higher
degree of flexibility in the degrees of freedom for each variable. This study creates this adapted multivariate Student-t
distribution from modifying the scale mixture of a normal representation of the multivariate Student-t distribution. We
make use of this model to test for a causal relationship between any two target time series. Using posterior odds ratios,
we overcome the limitations of the classical approach to multiple testing. Both simulated and real examples help
illustrate the suggested methods herein. We apply the proposed HVAR model to investigate the causal relationship
between the quarterly GDP growth rates of the U.S. and U.K. and check the lagged dependence among daily PM2.5
levels.

Keywords: hysteresis; nonlinear Granger causality; scale mixture of normal distributions; posterior odds ratio
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ABSTRACT

In common practices, heteroscedasticity and non-normality are frequently encountered when fitting linear regression
models. Several methods have been proposed to handle these problems. In this research, we compared four different
variance estimation methods: ordinary least squares (OLS), transform both sides (TBS), power of the mean function
(POM) and exponential variance function (VEXP), dealing with three different forms of the non-constant variances
under four symmetric distributions. In order to study the performance of the four methods in estimating the studied
model parameters, a simulation study with various sample sizes; 20, 50, 100, and 200, was conducted. To determine the
models with the best fit, bias, mean squared error (MSE) and coverage probability of the nominal 95% confidence
interval were obtained. The simulation results suggest that when the true variance is extremely heteroscedastic, TBS is
the best method to estimate the linear regression coefficients, while VEXP and POM methods are appealing choices in
practices which is reasonably accurate with slightly bias. Moreover, we noted that OLS is acceptable with small bias
when the true variance is slightly heteroscedastic.

Keywords: heteroscedasticity; symmetric distribution; variance function; simulation
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ABSTRACT

The purpose of this paper is to help the researcher in finding robust response surface designs. As we cannot ignore
uncertainty of the possible reduced models prior to the data collection, the researcher could consider using experimental
designs that are robust with respect to a set of potential models obtained from weak heredity (WH). Also blocking
effects are incorporated into all possible models in this study. The geometric mean of D-optimalities was proposed as
the weighted D-optimality criterion (D) to generate a robust design, and the genetic algorithm (GA) and exchange
algorithm (EA) were developed to optimize the weighted D-optimality criterion. From 7 to 21 design points with 2 or 3
design variables, robust designs in hypercube were constructed with an appropriate number of blocks. Our scheme for
weighting the criteria is to give more weight to a model with larger number of parameters. The resulting designs
obtained from GA and EA were compared and the results showed that the GA algorithm is superior to the EA.

Keywords: D-optimality criteria; weak heredity; genetic algorithm
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ABSTRACT

Electricity plays a key role in human life. This study presents several methods to forecast Indonesian electricity load
demand and compares the performance of the methods. The hourly load series of Java-Bali for period 1 October to 1
December 2016 shows multiple seasonal patterns, there are different patterns between hour to hour. Singular Spectrum
Analysis (SSA) is chosen because of its capability in decomposing the series into two separable components, a
combination of cyclist and seasonal series and noise (irregular) components. In the beginning, the forecast values are
obtained by SSA-LRF and afterward the irregular component is modeled by the fuzzy and neural network (NN). The
forecast values obtained from SSA-LRF are then compared with the forecast values obtained from the combining
methods, i.e. SSA-LRF-Fuzzy and SSA-LRF-NN. Based on RMSE and MAPE, the SSA-LRF-NN is the most
appropriate method to predict the future values of electricity load series for next 24 hours.

Keywords: electricity; SSA; fuzzy; neural network
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ABSTRACT

Tobacco smoking is one of the leading causes of preventable death in the world. Malaysia aims to be a smoke-free
nation in 2045. Despite many prevention and health promotion efforts made to develop awareness among the people, it
is not only seeing more people smoking but the age of the smokers are getting younger. This paper aimed to identify
factors associated with knowledge, attitude and practice toward smoking among students in the University of Malaya,
Kuala Lumpur, Malaysia. A cross-sectional study include students aged 18 and above who enrolled at the time of the
study. Overall, 843 students were assessed through self-administered questionnaire. The result revealed that there was
moderate positive correlation between practice with knowledge (r = +0.202, p < 0.001), and attitude (r = +0.239, p <
0.001) toward smoking. There was no factor found to be associated with knowledge. However, statistical analysis
indicated a significant association between attitude with gender, current level of study and family income. The results
indicated that female had more negative attitude toward smoking than male, students who are studying in postgraduate
had more negative attitude toward smoking than those who are studying in diploma or bachelor. Student with family
income more than RM 2,500 per month had more negative attitude toward smoking than those with family income less
than RM 2,500. In addition, the factors found to be associated with practice were gender, ethnicity, current level of
study and family income. This study suggested that students who are non-smoker and were studying in health science or
science subjects had negative attitudes higher than other group.

Keywords: knowledge; attitude; practice; smoking
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ABSTRACT

This study proposes negative binomial Markov switching and threshold GARCH models for time series with non-
negative counts. The characteristics of the proposed integer-valued GARCH models include over-dispersion,
consecutive zeros, and switching coefficients for meteorological covariates. We perform parameter estimation and
model selection within a Bayesian framework through a Markov chain Monte Carlo (MCMC) scheme. To solve a label
switching problem for Markov switching models, we relabel the MCMC outputs to have a higher intensity in state 2,
basing model selection is based on the Bayes factor. A simulation study checks the estimation performance of the
Bayesian methods. For empirical analysis, we examine weekly time series data of dengue hemorrhagic fever (DHF)
cases in four provinces of northeastern Thailand. Our findings reveal that the Markov switching integer-valued GARCH
model with meteorological variables can describe DHF case counts better than the threshold integer-valued GARCH
model.

Keywords: Bayes factor; over-dispersion, Markov switching; Negative binomial INGARCH model; Threshold
INGARCH model; Bayesian inference; MCMC
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ABSTRACT

It is vital to understand the climate changes and identifying related factors that contribute to the phenomenon.
Elevation, land cover and Normalized Difference Vegetation Index (NDVI) are among factors that commonly studied
in relation to the changes of Land Surface Temperature (LST). This paper focuses on explaining the relationship
between LST changes and the NDVI. A multidimensional scaling procedure is performed first in order to match the two
variables, as their dimensions are different. Then, the NDVI values are categorized into four groups using the recursive
partitioning procedure. It is observed that most of the regions that exhibit an increasing pattern in temperature changes
are the regions with high initial NDVI and low change in NDVI. It is suspected that the logging activities contributed to
this scenario shown by the decrement on the NDVI values. The relationship between the LST changes and elevation,
land cover and NDVI are also investigated by fitting the simple linear regression model. Results show that the variation
in the LST trends is contributed mostly by the elevation (8%) followed by the NDVI pattern (7.3%) and the land cover
(5.7%). By combining the effects of the elevation and NDVI patterns, the overall variation explained by these three
variables is increased from 14.7% to 15.9%. We conclude that the elevation, land cover and NDV1 patterns have a little
contribution to the LST changes; supported by the fact that the overall variation explained is only around 16%.

Keywords: land surface temperature (LST); normalized difference vegetation index (NDVI); elevation; land cover
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ABSTRACT

Gaussian processes (GPs) can be used as non-parametric models of the simulator discrepancy in dynamical systems in
order to correct existing models. Simultaneous inference of simulator parameters and the discrepancy is challenging in
systems where the state is not directly observed, as there is confounding between the two different sets of quantities.
Here we introduce a methodology to infer both the unknown state and the system parameters when the state dynamics
consist of a parametric simulator plus a GP discrepancy model. We use a simulation study to show that we can estimate
both the structural error in the dynamics (by modelling the simulator discrepancy) and estimate the unknown system
parameter. This can lead to significant improvements in predictive skill.

Keywords: dynamical system; simulator discrepancy; Gaussian process
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ABSTRACT

Typically temperature changes are linked to human activitities and the geographical factors on the studied area. The
elevation and land cover are often associated with the trend of the Land Surface Temperature (LST). Focusing on these
two variables, we map the trend of LST generated by a spline function to the corresponding elevation and land cover of
the regions. Results show that 18 superregions in Peninsular Malaysia show a stable trend on the temperature changes
(41.9-44.5%), whereas around 32.4 to 34.8% of the subregions show an increasing trend. It is also observed that
Brinchang, Pahang, an area with high elevation exhibits an increment in the temperature changes. Other regions
identified with the similar pattern are Kuala Krai, Kelantan and Karak, Pahang. Inspecting on the land cover, the forest
covers most of the areas in Peninsular Malaysia and there is no apparent pattern observed at the land cover considered;
suggesting that land cover may have negligible impact on the temperature changes. In conclusion, we observed that the
association between elevation and land cover with the LST trends are described to be not apparent considering the fact
that Malaysia’s climate is categorized as equatorial, being hot and humid throughout the year.

Keywords: land surface temperature (LST); elevation; land cover
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ABSTRACT

The phenomenon of warming temperature is alarming, resulting on the important need to understand the trends and
impacts of this issue in our changing climate. By using the Land Surface Temperature (LST) data from NASA’s
Moderate Resolution Imaging Spectroradiometer (MODIS), we study 3081 subregions in Peninsular Malaysia. A spline
function was fitted to the data to estimate the LST trend for 15 years, from the year 2000. Using principal component
analysis, we classify the curves representing the temperature changes into five categories: increasing-accelerating,
increasing-decelerating, decreasing-accelerating, decreasing-decelerating and stable. Results show that about 23.5% of
the subregions are classified as stable corresponds to the temperature changes. Most of the subregions are classified into
group increasing-decelerating (33.7%). Subregions with increasing-accelerating and decreasing-decelerating have
almost similar percentage around 19%. The pattern with least number of subregions is decreasing-accelerating with
only 5.2%. Subregions with decreasing-decelerating pattern are obviously identified as the subregions with the presence
of water nearby, for example located close to the sea, lakes or rivers. Other pattern categories show no distinct
characteristics to be identified. The hot spot regions are identified at a few districts in Pahang and Kuala Krai, Kelantan
as the temperature changes trend shows an abrupt increment. Overall, the temperature changes in Peninsular Malaysia
are quite stable with exception on a few subregions that show accelerated increment over the 15 years.

Keywords: land surface temperature (LST); mapping; spline function
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ABSTRACT

Hunger and malnutrition are significant deterrents to school attendance and performance of school-age children. Studies
have shown that children who suffer from poor nutrition perform less well in school and will be more likely to drop out
of school. One of the more popular method to address this issue is through the implementation of school feeding
programs. In 2012, a city in the Philippines launched the first city-wide school feeding program (CSFP) in the country.
It now caters to more than 17,000 students daily through a single centralized kitchen. Its modality is in-school feeding
for a duration of 120 days which targets undernourished children in Kindergarten to Grade 6. This study aims to
analyze the nutritional intake of the beneficiary and non-beneficiary of CSFP. A stratified random sampling clustered
respondents into CSFP beneficiaries and non-beneficiaries. Alongside a household survey of the households of
randomly selected schoolchildren, the schoolchildren’s food intake was assessed. A repeated and assisted 24-hour food
recall was employed, which involves a structured interview intended to capture all food, including beverages, that the
child-participant consumed the day before the interview. Each household was visited on three non-consecutive days in
one week: twice on weekdays and once on a weekend. Data was collected from all households in one month. Two
types of models are used to describe the nutritional dynamics of the children in this study. The first type of model
consists of conventional methodologies relying on univariate GLM with 2x2x2 way ANOVA and multivariate GLM
with MANOVA. The second type employs a regression model to measure the dietary impact of the CSFP. The
strengths and weaknesses for each type are compared using the results derived from conventional univariate methods
such as descriptive statistics (means and their confidence intervals), one sample t-test, t-test for dependent samples, and
independent sample t-tests.

Keywords: malnutrition, school feeding; nutritional intake; impact evaluation
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ABSTRACT

Capture-recapture techniques are very powerful tool and widely used for estimating an elusive target population size.
Capture-recapture count data are presented in form of the frequencies data. They consist of the frequency of units
detected exactly once, twice, and so on, and the frequency of undetected unites is unknown. As consequence, the
resulting distribution is a zero-truncated count distribution. In reality, counting occasions are not known in advance,
therefore, the series of frequencies assumed to be the Poisson distribution. In fact, the target population might be
heterogeneous, resulting in over or under dispersion based on the basic models. The mixed Poisson, which is the
exponential-Poisson mixture model, have been widely used to construct population size estimator for capture-recapture
data. The original Turing estimator provides a good performance under the Poisson distribution. Additionally, an
extension of Turing estimator, called the Turing-based geometric distribution (TG) approach was proposed for the
heterogeneous population. It was recommended as an easy way to estimate the target population size when Capture-
recapture data follow the zero-truncated Geometric distribution. In this work, we derived uncertainty measures for the
TG estimator by using a conditional technique mixed with the delta-method. It is emphasized that although the analytic
approach to compute uncertainty measures can be easily used in practice, it is valid asymptotically and requires a large
sample size. Therefore, resampling approaches, true bootstraps imputed bootstrap and reduced bootstrap, are proposed
as alternative methods to get uncertain measures. The study compares performance of variance of analytic and
resampling method by using the simulation study. Overall, the analytic approach remains successful to estimate
variance in the case of large sample size. The imputed bootstrap is the most realistic for the small sample size.

Keywords: capture-recapture; Turing estimator; zero-truncated geometric distribution
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ABSTRACT

Entropy, which is one of the important terms in statistical mechanics, was originally defined in physics especially in the
second law of thermodynamics. It is generally known that the lifetimes of test items may not be recorded exactly. In
this paper, therefore, we consider the classical and Bayes estimation of the entropy of an exponential distribution under
multiply type Il censored competing risks model. It is observed that the MLE of the entropy cannot be obtained in
closed form as expected, and we have to be obtained by solving two non-linear equations simultaneously. We further
consider the Bayes estimation of the entropy based on fairly flexible priors. The Bayes estimators for the entropy of
exponential distribution based on the symmetric and asymmetric loss functions such as squared error loss function
(SELF), precautionary loss function (PLF) and linex loss function (LLF) are provided. It is observed that the Bayes
estimators cannot be obtained in closed form, and we provide the Lindley approximate method of the Bayes estimates.
Monte Carlo simulations are conducted to compare the performances among different estimators considered, and real
data sets under multiply type Il censored competing risks model are analyzed for illustrative purposes.

Keywords: Bayes estimation; competing risks model; exponential distribution; Lindley approximation method;
multiply type I1; censored data
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ABSTRACT

This research aims to analyze the sentiments of the movie reviews from people who watched the movie in the theater.
The movie reviews are collected from the Thai public opinion website, Pantip.com. This study considered only the
action film showed in Thailand during December 2017 to January 2018. There are five action movies which are 12
Strong, Black Panther, Den of Thieve, Maze Runner: The Death Cure and the commuter. The classification technique
used in this study is Naive Bayes method. The sentiments of the movie reviews are classified into two groups: positive
opinion and negative opinion. The results show that the accuracy of the sentiments classification model of 12 Strong,
Black Panther, Den of Thieve, Maze Runner: The Death Cure and the commuter movie reviews are 77.77%, 63.28%,
57.14%, 64.17% and 28.57%, respectively.

Keywords: opinion mining; movie review; pantip.com; sentiment analysis
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ABSTRACT

Drought refers to periods when the water supply is scarce and generally occurs in regions. A drought has an economic
and environmental adverse impact on the interaction between water supply and demand. In previous research, drought
was evaluated on the number of days without rain. Inter-amount time means the time to reach a certain amount of
precipitation. Therefore, the data does not contain 0 values. In addition, it can be used to quantitatively evaluate both
floods and droughts. This study assessed drought by region using the time data to fill a small amount between 10mm
and 40mm. The data were collected by 63 weather stations operated from 1986 to 2016 and the resolution of time was 1
hour. The block maxima data was applied to the generalized extreme value distribution. The estimated parameters of
the generalized extreme model estimate were estimated by L-moments estimation that is suitable for the small sample.
The goodness of fit test was performed by Kolmogorov-Smirnov test and Camer-von-Mises test. Finally, the spatial
interpolation map of return levels, 25 years, 50 years, and 100 years, were calculated to quantify the risk of drought
respectively.

Keywords: inter amount time; drought; extreme value distribution; return level
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ABSTRACT

The Korean Meteorological Administration operates a heavy rainfall warning system which is based on the probability
rainfall amount using the generalized extreme value distribution. That are 6-hour rainfall is more than 32mm attention,
more than 70mm watch, more than 110mm warning, and more than 195mm severe. However, this risk level criterion
does not reflect local characteristics. This study dealt with the thresholds for heavy rainfall based on regionality. The
thresholds were revised by assessing the risk of heavy rainfall data and observed rainfall for 10 years between 2005 and
2015. In addition, the actual damage causes and observed rainfall data were used for detecting empirical values by the
logistic regression model. We hope that the proposed thresholds will help to reduce human and property damage.

Keywords: heavy rainfall; logistic regression; quantile; threshold
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ABSTRACT

Recently, progressive hybrid censoring schemes have become quite popular in a life-testing problem and reliability
analysis. Exact likelihood estimation methods have been developed under generalized Type | and Type |l progressive
hybrid censored exponential model. Though these two new schemes of censored sampling are improvements over the
old ones, they still face some problems. In this article, we propose an unified progressive hybrid censoring scheme
which includes many cases considered earlier as special cases. We then derive the exact distribution of the maximum
likelihood estimator as well as exact confidence intervals for the mean of the exponential distribution under this general
unified progressive hybrid censored exponential model. Finally, we present some examples to illustrate all the methods
of inference developed here.

Keywords: exact maximum likelihood estimation; exponential data; moment generating function, unified progressive
hybrid censoring
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ABSTRACT

Electricity load time series modeling is always interesting. The accurate electricity load forecasting that obtained from
the best fit model will provide information to manage power generation efficiencies. Generally, the load data exhibit
trend and seasonal behavior. This study considers SSA (Singular Spectrum Analysis)-based forecasting model for the
hourly and half hourly electricity load data. The series is decomposed by SSA into signal and noise component. The
signal is then decomposed into trend and some oscillatory series. This work focuses on the modeling of the oscillatory
series. Since the SSA-based forecasting model is defined by first modeling each component separately and then
combining them, the performance of each component model will influence the goodness of fit of the combination
model. The purposes of this paper are to compare the performance of the oscillatory models obtained by the iterative
OLS and LM method and compare the performance of the deterministic SSA-based signal model that constructed by
the linear combination of the trend and several separable oscillatory models with the Polynomial-Fourier model. The
performance of the oscillatory models are evaluated via RMSE (Root Mean Square Error) and coefficient of
determination (R squared/R?) of the training data. The model of each oscillatory series with the minimum RMSE and
R? will be the chosen one and will be used for further evaluation. The results show that the performance of the
sinusoidal models obtained by iterative OLS and LM method tend to be similar and the performance of the
deterministic SSA-based signal model is better than the Polynomial-Fourier model.

Keywords: electricity load data; SSA; oscillatory; Fourier
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ABSTRACT

A fire station is an infrastructure for suppressing the fire. In the case of urban areas, it is necessary to regularly evaluate
whether the location of fire stations are appropriate because the area under the jurisdiction can be changed through the
development of large-scale residential land. This study dealt with the optimal network for fire stations between 2015
and 2017 in Seoul by visualization. The fire incidents were collected by public data portal from the Korean government
and it was visualized by sampling technique. Because the exact locations of fire were not offered spatial density plot
was used to evaluate the risk of fire. Then, the location of fire stations was mashed up for assessing the relevance of the
current location. In addition, we identified the commercial, residential, and industrial districts of the 90m resolution
land cover map, which is provided by the Ministry of Environment, and the optimal fire station network was suggested
by both the distance from the fire station and the density of fire incidents.

Keywords: optimal network; spatial density
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ABSTRACT

The Gumbel distribution (type | generalized extreme value distribution) is used to model the distribution of the
maximum of a number of samples. This distribution might be used to represent the distribution of the maximum level of
a river in a particular year if there was a list of maximum values for the past ten years. The goodness of fit test for
Gumbel distribution is very important in natural disaster data analysis. Therefore, we propose the two test statistics to
test goodness of fit for the Gumbel distribution under multiply progressive type Il censoring. Also, we propose new
graphical method to goodness of fit test for the Gumbel distribution under multiply progressive type 1l censoring. We
compare the new test statistic with the Pakyari and Balakrishnan (2013) test in terms of the power of the test through by
Monte Carlo method. The new test statistics are more powerful than Pakyari and Balakrishnan (2013) test.

Keywords: goodness of fit test; Gumbel distribution; Lorenz curve; multiply progressive type Il censoring
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ABSTRACT

Monthly fish fingerling was collected by bongo nets from January 2005 to December 2015 from the Na Thap tidal river
in Thailand. Species and amount of fish fingerling were examined and categorized. Logistic model was used to identify
factors associated with the prevalence and abundance of fingerling. Factor analysis was used to group fingerling species
and hence produced six interpretable factors. Finally, linear regression was used to investigate the association between
each of the six factors and determinants (sampling site, season and year) by using the R statistical system. A total of 58
aquatic animal fingerlings were collected in the average density of 60.2 (0-801) individuals per mega litres of water
volume. The results of factor analysis revealed that factor 1 was represented by the largest group of 29 marine species.
Factors 2 represented a medium-sized group of 13 freshwater fish. Factor 3 represented 6 euryhaline fish species. Factor
4 was a several low salinity brackish water species. Factor 5 was a solely mojarra fish, and factor 6 was ponyfishes and
common glassfishes. The overall mean of prevalence of fingerling was 62.8% and associated with month, year and
sampling site. The highest prevalence occurred in May (84.2%) and slightly decreased by upstream to the lowest in
November (36.8%). The abundance of fingerling in factor 1 reached the maximum peak in April and then steadily
decreased in December while species in factor 2 reached the minimum peak in April and steadily increased in
December. Factor 3 and 4 were mostly above the overall mean during January to June. Both prevalence and abundance
of fingerling were associated with month, year and sampling site and decreased by upstream sites. The finding
confirmed seasonal effects of each fish group seasonal moving from coastal zone to downstream and upstream of the
tropical tidal river.

Keywords: prevalence; abundance; fish fingerling; logistic model; factor analysis; estuarine
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ABSTRACT

In pharmaceutical and medical studies, we would like to show any formulations or two treatments are equivalent. For
example, Westergren ESR and STATplus ESR are two popular measurements of sedimentation rate, which are used to
monitor disease severity in patients with rheumatoid arthritis and other inflammatory rheumatologic conditions.
Westergren ESR is a well-known measurement that was developed by R. S. Fahraeus and A.V.A. Westergren in 1921,
while STATplus ESR is an innovative measurement to accelerate turnaround time. Compared with Westergren ESR,
the result from STATplus ESR is easier to understand. Since these two measurements can be used to test the same

study, it is necessary to know if they can be switched. A null hypothesis for equality study is H, My, = Hy . Typically, a

new measurement process Y is compared with an existing (or standard) measurement process X. Paired data of these
two measurements occur because they are used on the same subject. Usually, paired t-test is appropriate for paired data,
but it does not fit well for some situations because paired t-test can only be used to check significant differences from
paired data. If the paired data have positive or negative association, the result from the paired t-test might be the same.
For example, one paired dataset is X; = (3,4,5)", Y; = (-5, -2, 1)" which has positive correlation, and the other one
paired dataset is X, = (3, 4, 5)", Y2 = (-1,-2,-3)" which has negative correlation. But paired t-tests give the same
conclusion because they have the same differences. Moreover, the paired t-test might have low power for scale-type

relationships with the formy = gX when ,8 is close to 1. In this paper, we propose a test that has reasonable power
for both shift and scale-type relationships, which is based on shift-scale type relationships with the formyY = gX +« .
We consider an equivalence testing for hypothesis Hy :| 24, — £ |=0 or H; 2| g4, — 44, [< A where A is a small amount.

It is an approach to swap the hypotheses so that statistical equivalence of the two measurements is the alternative
hypothesis and bears the burden of proof. We conclude “equivalence” only if there is evidence to support the claim that
the magnitude of disagreement between the two measurements lies within specified limits.

Keywords: equivalence testing; paired t test; two one-sided test
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ABSTRACT

Recently, social network analysis has played an important role in analyzing big data that uses social networks and graph
theory to investigate social structure, and has a characteristic that network structure has nodes and links connecting
them. The purpose of this study is to analyze the trend of coding education on the subject of “Korean Coding Education
in each field” using social network analysis. In this study, 326 papers on coding education presented in the “Coding
Education in the Field” cited in the Korean Journal for the last 5 years were analyzed focusing on the main subject of
research subjects and research subjects. The data were collected by classifying the major terms and fields of each paper
(Humanities, Social sciences, Natural sciences, Engineering, Medical science, Agricultural and marine, Artistic and
Complex sciences). This study would like to propose whether the field of coding education is different and how it can
be converged. Furthermore, the recent study on coding education suggested future trends in coding education.

Keywords: coding education; graph; social network analysis; trend analysis.
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ABSTRACT

Depression is the most common mental illness in the world, and it is increasing steadily. Depression in an adolescent
who is the emotionally unstable is different from that of an adult. They tend to solve depression by suicide. In this
study, we identify the factors related to depression in adolescent in Korea and we aim to reduce the suicide by the
management of subjects exposed to depression. We use the national sample data which is ‘Online Survey of
Adolescent’s Health Behavior’ provided by the Centers for Disease Control and Prevention based on complex survey
design. The number of subjects is 54,362 excluding missing value among 62,276 adolescent. To identify the factors
related to depression we perform a survey logistic regression analysis considered strata, cluster and weight. As the
results, many factors including gender, age, academic scores and so on are significantly related depression and the
stress and happiness are the most relevant related factors (OR=4.258, 95% C.I.: 3.872-4.683 & OR=3.980, 95% C.l.:
3.657-4.332, respectively). Based on the results of this study, we hope to be used as basic data for policy development
to prevent suicide for adolescents in Korea.

Keywords: adolescent complex survey design depression; logistic regression
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ABSTRACT

A new probability model obtained by generalizing the power transformed half logistic distribution is introduced by
transforming the type Il beta distribution. The basic properties of the distribution are studied and can be observed that
the distribution can be used to model heavy tailed data. Further the expression for stress strength reliability of a single
component system with strength following the proposed model and different cases for stress are obtained. Different
methods of estimation of parameters, method of moments, quantile estimation and maximum likelihood estimation are
also explained. The usefulness of the model is also studied by applying it for a real life data.

Keywords: logistic distribution; type Il beta distribution; quantile estimation; maximum likelihood estimation
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